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The classification and analysis methods of movable object are considered. А modification of method of classification and maintaining moving target based on the histogram estimation method and identify the moving points method based on frame-to-frame difference method is offered. These algorithms are used to develop the information technology of video processing.
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Description of the problem
During the last decade with the development of computer technology has become feasible and promising research methods and data processing technologies in digital video stream. One important issue in this direction is the need for recognition of moving objects in video in real time, which at present is not fully resolved. An moving object in the video we mean an object whose coordinates on each video frame changes relative to other objects in the scene. An moving areas of the video we mean an areas of the video frame that covering a moving object.
Because video data are presented as a set of consecutive frames bitmap, methods of classification of a moving object in the video based on recognition methods in the picture. One of the main requirements for such methods is the performance because the classification should be carried out in real time. So important not only to develop accurate methods of classifying objects but simple for effective implementation. Simple mean low computational complexity method to implement the appropriate software.
Such research is important for develop various means of visual observation as stationary (security systems, traffic control, etc.) and mobile, such as processing, video from unmanned aircraft.
 The basis of the issues is research approach to digital video processing for detection and maintenance moving objects based on simple and fast methods, based on a comparison of histograms of some sections on video frames.
Analysis of publications
An maintenance we will mean determining the location of the object of observation after fixation during his stay in the area "vision" camera. The difference between the recognition of the moving object and detection is that in a situation of excess moving objects one or more specific objectives that meet specific criteria chosen for further analysis and maintenance, and other moving objects are ignored.

Consider some of the existing methods of recognition and maintenance of a moving object in the video. In [2] identified the general requirements for algorithms: 
– a low computational complexity and work in real time;

– reliable detection at different times of day in the presence of artificial lighting;

– reliable operation at any time of the year in any weather conditions.

In [7] describes the basic algorithm of frame-to-frame difference method  when processing RGB color video format, which looks like this: 
– the algorithm receives two video frames that represent like two sequences of bytes in the format RGB;

– calculated frame-to-frame difference by pixel;

– calculate the average value between the values ​​of the three color components of each pixel;

– аverage value is compared with a given threshold.

As a result, formed a binary mask, one element of which correspond to the three color components pixel of two frames. Units in a mask placed where perhaps existing moves, but at this point there may be an individual items mask that mistakenly installed as unit. As the two input frames, you can use two consecutive frames from the stream, but you can use frames with large intervals, for example, which is from one to three shots. This method is easy to implement. The downside is fixing equipment noise during data recording.
In [1] to find correct localization and identification of objects is considered difference between the current frame and the base frame (frame background). In the method of the base frame affect to the quality of detection significantly the accumulation of basic frame, as it should have several properties: 
– if the frame is a real picture frame, it has minimal delay time of the current frame;

– if artificially prepared base frame, it must contain a minimum number of moving elements, otherwise unavoidable false alarms on objects where the current frame is gone, but the basic frame contains some of the elements;

– minimum noise. 
Before upgrading the base frame should to make filtering [7].
That is the main goal in the formation of the background frame is not the assumption of inclusion of areas where detected movement. The advantage of this method is less sensitive to noise in the image scene.
The difference between the methods frame-to-frame difference method and background selection is as follows: 
– to obtain a reasonable estimate of the background being used dozens of frames, while the frame-to-frame difference is essentially the same, but the assessment of background images using the previous frame;

– on the previous frame objects accommodation nearly the same positions as the next, resulting in signal attenuation for homogeneous objects as opposed to background estimation algorithm in which the signal in large areas of the object itself is not subtracted from itself as a background [5].

– estimate of background requires more frames, making it difficult to perform the procedure, thereby reducing the performance of the algorithm. 
The identification process based recognition method using templates based on patter recognition lies in the fact that the image of an unknown object is compared with the well-known images that are stored in the database. The identification process can be divided into three major phases: registration and normalization of images, distribution of characteristics, classification.
Morphological method [7] is the image analysis regarding the form of objects. Mathematical morphology is used in different systems that use image processing at different stages and for different purposes: 
– improving the visual characteristics of the image (brightness, contrast, etc.);

– restoration of damaged images, such as restoration of images;

– detection contour;

– noise reduction.
Correlation function of two images should to produce a single maximum only when two identical images. The maximum value of the function at full convergence of the first raster with raster box on the second will be unit. The disadvantage of the method of correlation is high computational complexity.

One of the algorithms that directly follows a moving object in the frame – a tracking algorithm for the center of mass of the object, which is discussed in [4]. The idea of ​​the algorithm – find the center of each object and monitor its subsequent displacement. The essence of this algorithm is that the color components of each pixel frame sequence compared with that pixel (etalon) in which the program was recorded the motion before by the formula:


[image: image1.wmf]222

,

30()59()11(),

ij

Arrcggcbbc

=-+-+-

   (1)

where r, g, b – an etalon pixel color components;
rc, gc, bc – color components of the current pixel that is processing.
The results of calculations of formula (1) for each pixel written to the matrix A. After reducing the frame rate and calculate all the values ​​selected several elements of the matrix A, with the lowest value among the corresponding coordinates (i, j) calculate the average value as the coordinates of the center of mass will be. The disadvantage of this algorithm is the high computational complexity [4].

From the analysis of these methods follows the need to develop methods based on these modified methods of recognition and maintenance moving target for the video. Formally, the problem statement is as follows: let the frames presented as an array: 
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The purpose of work.
Let on the 
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 video frame recorded (in any way) moving object 
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, in the future we will call this object etalon. Let our goal is in the 
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 frame to determine the coordinates of the center of the moving object 
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The main part.
First, for object 
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 define a moving area. With an appropriate set 
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where 
[image: image27.wmf]R

 - the quantity that specifies the square border of moves area. Further sequence 
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As control samples in the 
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Each object 
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 is given as a corresponding sequence of pixels:

[image: image39.wmf]11

,

{}

kk

wwxy

Qq

++

=

 ,

[image: image40.wmf],1,1

(),()

qkqk

ww

xiRjR

++

=-+

,


[image: image41.wmf],1,1

(),()

qkqk

ww

yiRjR

++

=-+

.
Using the methods of classification, we find from sequence 
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To pre-processing, each of the sequences 
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 represent as one-dimensional arrays of data:
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 – color raster element, which can be represented as:
– decimal three pairs of hexadecimal digits (for example # ffffff):
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– RGB color model, where:
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With the original data set in the form (3) for histogram estimation for the entire axis of a uniform partition 
[image: image53.wmf]p

h

D

 with the step 
[image: image54.wmf]0

p

h

>

 where the point:

[image: image55.wmf]zp

tzh

=

, 
[image: image56.wmf]1,

zZ

=

, 


[image: image57.wmf]016777216

Z

<£

– the number of elements of the partition.
Make a count of the number of observations from the original sample who were in every 
[image: image58.wmf]z

 element partitioning:
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For each 
[image: image62.wmf]z

 element partitioning calculate relative frequencies 
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If the initial data set is presented in the form (4), so the histogram is a graphic representation of the frequency dependence of falling values ​​of brightness of pixels being analyzed by grouping interval that contains 256-th frame brightness values​​:
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 – total number of pixel values ​​in the analyzed image. (As performed by Histogram estimate the other two components  - 
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   The result is an array
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    Note that this method does not exclude the possibility of combining the components of RGB color model. Suppose we have estimate histogram etalon sample as an array of data: 
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histogram estimates of corresponding control samples:
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Based on these estimates, we introduce the rules of the respective control sample with etalon: based on the minimum distance between histograms and interval method.
Consider a rule based on the minimum distance between histograms. Determine the Euclidean distance between the histogram estimates of the reference sample and control samples:  
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   The result is an array of distances:
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We assume that the reference sample 
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In real any moving object in the video that change its position can change its size and can visual texture change. So components of a color raster of the same point on the object can vary within a certain range. Therefore, it is reasonable to use the methods of classification, based on a comparison of the values of histogram samples in certain ranges.
In the interval method, on the basis of the etalon data defined intervals throughout the domain of the histogram, for which the total relative frequency of getting the intensity values ​​of pixels will not exceed a predetermined value 
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The result is an array of intervals:
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For each control sample 
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We assume that the etalon sample 
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According to these methods performed classification of moving objects in certain areas. Therefore likely that for Histogram estimation of moving parts will be taken into account background points that do not belong to a moving object. Therefore appropriate to develop methods for identifying a particular area of ​​the video moving dots that would not handle invalid data.
Suppose we have an array of consecutive video frames (2). Need to identify the moving point on 
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So, from the original array (2) get a subset 
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Each selected frame represent as sequence of pixels 
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for each element of the array 
[image: image103.wmf]A

 find 
[image: image104.wmf]D

l

:

[image: image105.wmf],

{,0,1,0,1}

ij

DdiNjM

ll

==-=-

,


[image: image106.wmf],,,

k

ijijij

dpp

ll

=-

,
[image: image107.wmf]1,

H

l=

.
Note that the value 
[image: image108.wmf],,

k

ijij

pp

l

-

 can be obtained as:
1) 
[image: image109.wmf],,

k

ijij

pp

l

-

, where 
[image: image110.wmf],

ij

p

 is represented in the form (4),
2) 
[image: image111.wmf],,,,

kk

ijijijij

pprr

ll

-=-

.
3) 
[image: image112.wmf],,,,

kk

ijijijij

ppgg

ll

-=-

.
4) 
[image: image113.wmf],,,,

kk

ijijijij

ppbb

ll

-=-

,
where r, g, b – raster pixel color component in the RGB color model.
Finally, we assume that the point with 
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General scheme of the methods used in the procedure for the classification of a moving object in the video, shown in Figure 1.
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Figure. 1 The general scheme of methods histogram estimation and comparison samples
To test the proposed methods were developed software Video Object Tracking based on Flex technology and architecture that is based on the MVC Concept [3]. The program requires a personal computer that is running OS family of Windows XP/Vista/7; minimum amount of operational storage device - 2 GB. It is meant for classification on video moves area with using etalon sample and identification on video moving points.

To test the classification algorithm of a moving object according to the method of comparing histograms based on Euclidean distance was selected video with similar types of textures provided training center of the National Aviation University "Virage". In consecutive video frames classification procedure conducted movable object (tree). The selected area in Fig. 2, display the test results.  
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Figure. 2 The results of maintaining of one object by using method of comparing histograms :
1, 2, 3, 4 - consecutive video frames, the delay between them is 25 ms.
To test the moving object classification algorithm based on interval method was selected video with the maximum number of moving objects with different homogeneity that while driving, changing their sizes (Fig. 3).
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 Figure. 3 Results of maintenance object procedures by Video Object Tracking program
Conclusions
Analized the existing methods of detection and maintenance of a moving object in the video. A modified based on existing classification methods and maintenance moving target: methods for moving object classification based on the estimates histogram samples and identification method of moving points in the video using frame-to-frame difference. On the basis of methods developed software Video Object Tracking technology-based Flex, performing driving a moving object in the video with different types of textures and different dynamic traffic in real time and identify the moving point.
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