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Abstract. The statement of the vector robust parametric optimization problem taking into consideration two groups
of constraints such as the stability conditions and the requirements to performance, as well as the uncertainties of the
mathematical models of the controlled plant and external disturbances is represented. It was applied to the parametric
synthesis of the robust system for stabilization of the information-measuring devices at the moving base is implemented.
The interactive heuristic two-step procedure for this problem solution is proposed. Efficiency of the suggested

procedure is proved by the simulation results.
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1. Introduction

Competitive capacity of the systems for stabilization
of the information-measuring devices operated at the
ground vehicles is defined by the possibility to
operate in the difficult conditions, which are
associated with various disturbances caused by the
irregularities of the road or terrain relief.

Moreover, the platforms used at the ground
vehicles are characterized by some parameters
which may change in the wide range (to 50 %). The
platform inertia moment and the rigidity of the
elastic linkage between the moving base of the
platform with paying load mounted on it and the
actuator belong to such parameters. Influence of the
difficult operation conditions may lead not only to
failure to execute the specification requirements but
to the loss of the stability. Application of the robust
control allows successful withstanding of the studied
systems to these adverse operational factors. The
important advantage of the robust system is its
ability to satisfy the specification requirements
during the system parameters change in the certain
range and the external disturbance influence without
using of the adaptation techniques. Such approach
ensures ease of control and increases the competitive
capacity correspondingly.

It should be noted, that the wvarious and
conflicting requirements are immanent to the
systems of the studied type. The most important
conflict is the necessity to ensure the accuracy and
the robustness at the same time. To solve this
conflict it is necessary to find the compromise
solution. The requirements to the system accuracy
during influence of the deterministic and stochastic
disturbances are mutually conflicting too.

Thus, the modern approach to the studied system
parametric synthesis is the vector robust parametric
optimization, because it allows successful
modification of existing systems via changing their
adjustable parameters.

2. Analysis of last researches

Approaches to determination of the optimization
criteria for the control systems of the wide class are
represented in [Tunik et al. 2001]. The criteria
represented in this paper are able to ensure such
conflicting requirements as the control system
accuracy and robustness at the same time. They are
based on the H,, and H_ -norms of the closed loop

control system sensitivity and complementary
sensitivity matrix functions respectively. The
algorithm and basic stages of the robust parametric
mixed H,/H, -optimization of the system for

stabilization of the information-measuring devices
assigned for operation at the ground vehicles are
given in the paper [Sushchenko 2008]. At the above
stated papers the combined optimization criterion
consisting of the local scalar criteria is considered.
The optimization problem taking into account some
optimization  criteria  represents the vector
optimization problem [Egupov 2002]. In this paper it
is also mentioned, that application of the vector
optimization is convenient for systems which
operate in different operation modes, for example,
nominal and parametrically disturbed.

The goal of the given paper is the development of
the procedure for the vector mixed H,/H,-
optimization of the systems for stabilization of the
information-measuring devices operated at the
ground vehicles.
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The problems of the optimization criterion
vectorization and way of the optimization problem
solution by the chosen criterion are considered in the

paper.

3. The nominal and parametrically disturbed
models of the stabilization system

To design the robust systems for stabilization of the
information-measuring devices operated at the
ground vehicles it is necessary to determine the
change range of the system parameters having the
most significant influence on the system stability
and performance. For the studied stabilization
system changes of these parameters could be
estimated as follows:

1) change of the stabilized plant inertia moment
during system functioning in the range & 50%;

2) change of the rigidity of the elastic linkage
between the moving base of the platform with
paying load (the stabilized plant) mounted on it and
the actuator in the range % 50%.

The system of the studied type is characterized
by such features as the high requirements to the
accuracy and the necessity to keep these
requirements for sufficient changes of the stabilized
plant. For the systems of stabilization of the
information-measuring devices for the ground
vehicles the variations of the above stated
parameters in the sufficiently wide range (% 50%)
underlines actuality of the robust approaches to such
systems design. This fact leads to the necessity of
development the parametrically disturbed models of
the systems for stabilization of the information-
measuring devices.

To carry out the robust parametric optimization it
is necessary to have the set of models in the state
space, given by quadruple of matrices A,B,C,D,
which describe the stabilized plant and actuator,
united by the elastic linkage as the single device,
within the boundary values of the changed
parameters. These matrices generate the set of the
closed loop system matrices which must be used for
the stabilization system parametric synthesis.

In accordance with the model of the stabilization
system of the information-measuring devices for the
ground vehicle represented in [Sushchenko 2008],
the state space model of the stabilization system
horizontal channel with the nominal values of
parameters such as the plant inertia moment
(J,=882 Nms®) and the rigidity of elastic linkage

between the actuator and the platform moving base
(¢, =25-10* Nm/rad) for the state vector

XT = [(.Psm (.Pp (Psm (Pp U] >

where the state variables x;, i = 1,_5 characterize the

angular rates, and angles of turn of the servomotor
and stabilized plant, and the control voltage
respectively, could be determined by the following
state and control matrices:

—-1,62 0 —-322537 -1,64- 10° 160256
0 -0,232 0,55 —281,85 0 ;
Ay = 1 0 0 0 0
0 1 0 0 0
—-41,67 0 0 0 — 666,67
(1)
0 -028 0 0 0
gl [0 70 : @)
0 0 0 0 666,67

The matrices of the nominal model are marked
by the index 0.

The appropriate matrices for parametrically
disturbed model of the horizontal channel look like

[ —1,62 0  —322537 —1,64-10° 1602,56
0 -0155 0367 -187,9 0 .
b
A= 1 0 0 0 0
0 1 0 0 0
| —41,67 0 0 0 — 666,67
(3)
[0 -0l .
Bfn: 0 -0,187 0 0 o 7. (4)
K 0 0 0 666,67
-1,54 0 —4607,76 —234-10° 2289,42
0  -0232 0,55 - 281,85 0 :
Ap=| 1 0 0 0 0
0 1 0 0 0
— 41,67 0 0 0 — 666,67
(5)
0 -028 0 O 0
0 0 0 0 666,67

In contrast to the nominal model determined by
matrices (1), (2), the model described by the
expressions (3), (4) is characterized by the increase
on 50% of the stabilized plant inertia moment
(J,=1330,5 Nms®) and the rigidity of the elastic

linkage between the stabilized plant and actuator
(¢, =37,5-10" Nm/rad). The model described by

the expressions (5), (6) is characterized by
the decreased values of the above stated
parameters (J,=443,5 Nms?, c,=12,5 10* Nm/rad

correspondingly).
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In expressions (2), (4), (6) the first row
corresponds to disturbance moment and the second —
to the control signal.

The matrix of real measurements looks like

00010
[O 0 00 1]

A direct transfer matrix D is the null matrix.

In a similar way it is possible to develop the
nominal and parametrically disturbed models of the
vertical channel of the system for stabilization of the
information-measuring devices.

The solutions obtained with taking into account
of the maximum and minimum permissible
parametric structured disturbances are true for any
other parameter values lying in the range of the
given acceptable domain. This statement is true, if
the studied system is detected and stabilized
[Skogestad, Postlethwaite 1997]. This fact takes
place in the most of practical situations.

Usage of parametrically disturbed models for the
optimization procedure allows including some
parametric uncertainties in the mathematical models.
These uncertainties are caused by real system
parameters changes in some given ranges and the
impossibility to take into consideration all
peculiarities of the real systems in the mathematical
form. Usually, such uncertainties are divided into
two groups such as parametric structured and
parametric unstructured (non-simulated dynamics of
the system) [Chapellat et al. 1990].

Taking into consideration the parametric
structured disturbances in the parametric optimization
procedure is easier than parametric unstructured
disturbances.

Systems of the studied type must satisfy the
specification requirements both in conditions of the
parametric disturbances and under action of the
external stochastic disturbances. This requires taking
into consideration during optimization both the
deterministic and stochastic cases. A system of the
studied type is subjected to the influence of the
stochastic disturbances caused by the irregularities
of the road and terrain relief. The features of these
stochastic disturbances mathematical description
were considered in the paper [Sushchenko 2008].

In accordance with results obtained in this
paper, the disturbances due to the irregularities
of the road and terrain relief may be represented

as the time-invariant random processes with
some spectral densities. The expressions for
these spectral densities description depend on

the type of the irregularities of the terrain by

which the ground vehicle is
[Dynamic...1976].

To simulate the influence of such disturbances on
the studied system it is necessary to obtain the
transfer function of the forming filter, which
converts the white noise at its input into a random
process with the given spectral density.

For determination of such filter the Wiener
factorization is used. In this case the forming filter
for the road relief irregularities simulation will be
obtained by the formula [Dynamic...1976]

K, (o) =K, (jo)H,(jo)H, (jo)H (jo), (7

moving on

where K, (jm) — the spectral density of the macro-
profile;

H ,(jo) — the transfer function, which corresponds
to conversion into the micro-profile;

H, (jo) — the transfer function of averaging by
the contact area;

H(jo) — the transfer function of the suspension.

Based on the expression (7) the forming filter for
the road with the medium irregularities becomes
[Dynamic...1976; Sushchenko 2008]

3,1
% (]03) ( v+]m)
v (032 +](D)
. 2
(]0)) % O
(jo)* +20,jo+05  (jo)® +V20.jo+o;

g

X

8
(]0)) +\/_0)0]03+0)2 ®

where D, — a coefficient depending on a type of the

road [Dynamic...1976];
®, — a coefficient depending on a type of both

the road and the terrain [Dynamic...1976];
v — the vehicle speed;

m =2r1ad/s;
0, =V/a;
a — one half of the contact area length;
o, — the eigen-frequency of the angular

oscillations.

The expression for the forming filter depends on
the ground vehicle speed. From this it follows that
the stochastic model makes an additional uncertainty
due to disturbance dependence on speed changing
during the vehicle motion.

The structural schemes of the deterministic and
stochastic stabilization systems are represented in
Fig. 1.
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Fig. 1. The deterministic
stabilization systems:

SP — the stabilized plant;

C — the controller;

FF — the forming filter;

WNG - the white noise generator;
d - the input (command) signal;
z — the observation signal;

u — the control signal;

y — the output signal;

1 — the white noise;

g — the disturbance;

(a) and stochastic (b)

@, — the sensitivity function for the deterministic case;
@, — the sensitivity function for the stochastic case;

@, —the complementary sensitivity function
The controller of the researched system may be

represented in the state space by following four
matrices

0 0 0 0
A 0 -1/T, 0 0 :

0 0 -1/T; 0

0 0 0 -1/T;
B - koki\Ry kg hkyRoby 0 0 )

0 0 ksRib, k3Ryby |’
c=[1 11 1];
©)
D:[kgk2R2711 /T2 0],
where

@_B_n,

5
b2 = T4 _T}, B

b3 2—715_T4 .

Is-T;

In the represented controller the control is
implemented by the plant angular rate measured by
the gyro (the main feedback) and by the current of
the servomotor armature circuit (the local feedback).
In the represented matrices (9) k, is the transfer

constant of the angular rate sensor; ki, k,, k3 are the
Rl’ R27 RS
coefficients, 7},7,,7;, Ty, Ts are the time constants.

gain coefficients; are the adjustable

The goal of the optimization procedure is to find the
optimal values of the adjustable coefficients
R, Ry, Ry and the time constants 75, 73, T5 .

4. Statement of the robust parametric optimization
as the vector optimization problem

For the system parametric optimization it is
necessary to choose the optimization criterion taking
into consideration the various aspects of the system
functioning. Both accuracy and stability in the
presence of the internal and external disturbances
have great importance for the systems of the studied
type.

For calculation of the local performance indices
of the robust stabilization systems the H,-norms are

used. It should be noted, that the

represent the square roots from the integral quadratic
performance criteria. In the general form these
criteria look like:

— for the deterministic dynamic systems and
signals [Kwakernaak 1993]:

H, -norms

J, = j(xTQx +uTRu)dt, (10)
0

where Q, R — the weighting matrices, which take
into consideration the weights of the state variables
and the external actions;

— for the stochastic dynamic systems and signals
[Kwakernaak 1993]:

JszjﬂﬂhTQx+uTRﬂyh, (11)
0
where M — the symbol of the mathematical
expectation.
For calculation of the stabilization systems
robustness criteria the H -norms of the closed loop

systems complementary sensitivity matrix function
@, (jo) [Skogestad, Postlethwaite 1997] is used
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H (12)

»= sup (o),
We[—o0,0]

where 6 — the maximum singular value of the

closed loop system matrix transfer function @ (jw)

at the circular frequency ®.
The functionG(jw)in (12) is called the singular

characteristic of the multi-dimensional system

5(joo) = maxy/eig,® (jo)D(jo) ,

i€l,...,n Voe[—0,0]

(13)

where eig means operation of the eigenvalues
determination. The H_ -norm characterizes the
upper boundary of the system singular frequency
characteristic maximum value.

Combination of the H, and H -optimization

allows to form a problem of the synthesis of the
stabilization system with the optimal performance
level based on the quadratic criteria for deterministic
and stochastic cases under condition of preserving
this performance level during action of parametric
disturbances [Egupov 2002; Skogestad, Postlethwaite
1997; Tunik et al. 2001]. That is why the combined
optimization criterion for the studied system must
include the performance indices of the nominal and
parametrically  disturbed  systems  for  the
deterministic and stochastic cases (9, 10). The
optimization criterion must also include the
robustness indices of the nominal and disturbed
systems determined by (12), (13).

Then the combined criterion becomes [Tunik et
al. 2001]:

d . d
JHZ/HQO = knzom H CDSI(K’X’U’ ](D)m)m Hz +
+7\‘}'120m5 || (DSZ (K’ X’ u’ j(D)noms ||2 +

+;\'}ng || CDT(KvxvuajO‘))m)m ||oo +

n
+ 32| g (K x,u, jo) ||, +

(14)
i=1
+27‘!Z” | @, (K, x,u, jo)! " [, +
i=l
+ DN @ (K, Xou, je)f ||, +PF,
i=1
where A" AP AT BT BT 0P — the
weighting coefficients of the appropriate
norms;

d 9 d rog
1O 2, PG s 1P [, PG M, —

sl s1
the H,-norms of the matrix sensitivity functions for

the nominal and disturbed by the parametric
structured  disturbances closed loop systems
including the deterministic and stochastic cases;

K - the vector of the controller parameters to be
optimized;

D7 |lo» | @7 |lo, — the H,,-norms of the

matrix complementary sensitivity functions for the
nominal and disturbed by the parametric structured
disturbances closed loop systems;

n — the amount of models of the system
disturbed by the parametric structured disturbances;

PF — the penalty function, that guarantees
system stability during the optimization process.

The H_ -norms taken into consideration in the

combined optimization criterion (14) ensure the
certain insensitivity of the synthesized system to the
parameter changes in the range of the accepted
domain. It is known [Skogestad, Postlethwaite 1997,
Tunik et al. 2001], that the requirements to
the control accuracy (performance) and robustness
are  mutually  conflicting.  Therefore  the
H,/ H_ optimization of the stabilization system lies

in the search of the compromise between the
accuracy and robustness of the system.

Usage of the combined criterion for parametric
optimization execution allows finding solution able
to ensure a compromise between the requirements to
the system accuracy and robustness. Such approach
to synthesis problem solving is called multi-purpose
[Tunik et al. 2001].

The goal of the robust parametric optimization is
the minimization of the criterion (14) for the various
combinations of the system parameter values. It is
important to provide the presence of the system state
variables in the range given by the specification
of requirements and to obtain aforementioned
compromise between robustness and performance.

Consider features of the robust H,/H, -

optimization with criterion (14) more in detail. In
compliance with the definition given in the paper
[Poliak, Shcherbakov 2005] this problem belongs to
the so-called “difficult” problems of the control
theory. Such problems are characterized by such
properties as the non-convexity and NP-complexity
(NP — non-deterministic polynomial hard). The last
property means that the solution of the problem
characterized by the input data amount » may
not be obtained by means of the Turing machine
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during the time of the order O(/,‘,), where k is an

arbitrary constant, which does not depend on the
input data. These factors make impossible receiving
the exact solution of the optimization problem.
It should be noted, that in some cases such
solution is absent. Nevertheless, the rejection
of the exact solution search leads to the necessity
to find technically reasonable solution, which
will satisfy the input data of pre-designing and
will be efficient from the point of view of a
designer.

The criterion (14) represents a conversion of the
set of scalar (local) criteria in the single global
criterion. In this problem the separate scalar criteria
are conflicting. It is known [Egupov 2002;
Skogestad, Postlethwaite 1997], that minimization of
the accuracy criterion (the H,-norm of the nominal
system sensitivity function S) leads to maximization
of the robustness criterion (the H_ -norm of the
nominal system complementary sensitivity function
T) [Kwakernaak 1993].

Moreover, the performance (accuracy) criteria
based on the H,-norms of the sensitivity function

S for the deterministic and stochastic cases are
conflicting too. Really, for the deterministic case the
H, -norm minimization of the closed loop system

sensitivity function for improvement of its accuracy
means increasing of its bandwidth. At the same time
for the stochastic case it means increasing of the
variance of the closed loop system error during the
white noise action at its input, thus degrading its
accuracy.

Taking into consideration above stated factors the
criterion (14) represents the scalar conversion of the
vector criterion [Balandin, Kogan 2007; Egupov
2002] by means of the weighting coefficients 2;,
which in the multiobjective optimization theory are
called the coefficients of the local criteria
importance. Therefore it is convenient to consider
the H,/H,, -criterion more in detail from the multi-
objective optimization viewpoint.

It is possible to represent the local criteria (14) in
the vector form:

. d
||(DSI(K7X7u7.](D)n0m ||2

. rd
Jd _ Hq)Sl(K’X’u’]w)]pm ||2 .
Hy - ’

(15)

. d
||®S1(Kaxaua,]m)l}1mr ||2

| g, (K, Xa“ajm)noms Il

JS _ HCDSZ(KaXau:jm)]parS”2 .
Hy — >

(16)

|| (DSZ (Kaxauajm)}lftmrs ||2

@7 (K, x,u, jo)"" ||,

.\ par
o= ||(DT(K,X,ll,j(D)1 ||<>o . (17)

|| CDT(Ka Xauajo‘))r[lmr ||oo

J

The vectors of the weighting coefficients for the
local criteria (15) — (17) look like

hy =[N BT Be (19)
hy =[AIOTS RS Prsy, (20)

Using the expressions (15) — (20), it is possible to
rewrite the criterion (14) in the form

Ty 11, =l fr, ¥ MoTip, + A+ PF . (21)

The first three local criteria in the global criteria
(21) are conflicting as it was mentioned
above.

Denote K, the Pareto-optimum solution of the

design problem for the controller with the vector of
the adjustable parameters K. Here it is expedient
to remember the property of the solved problem
NP-complexity. The rigorous solution of this
problem may not exist in accordance with this
property. In this case it is reasonable to find the
problem solution acceptable from the point of
view of the engineering requirements to the
design controller. This solution must be
compromise between accuracy and robustness
on the one hand and between accuracy in
deterministic and stochastic cases on the other
hand on the basis of the system designer’s
preferences. Such solution may be considered as
some engineering analogue of the Pareto-optimal
solution. Search of this solution is implemented
in the space of coefficients defined by the
vectors of weighting coefficients A;, A, and A,
in criterion (21) and elements of the weighting
matrices Q and R of the H,-norms, calculated
for the local criteria (10) (11).
DenoteA=[A; A, Ayl

and
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Then the problem for design of the H,/H, -

controller for the platform stabilized in the inertial
space taking into consideration the expression (21)
may be formulated in the following way:

K, =argmin ,Jy ;p (K,Q,R,A,x,u, jo);

(22)
Ke D, D:Releig,(I1+L(s))]<0, iel,..,i;
(23)

X <X, i=L..,ng; u;<ujg, j=Ll..,my; (24)
L(s) =P(s)W(s),

where D — the stability region in the space of
parameters;
P(s) — the controller;

W(s) — the transfer function of the plant taking

into consideration the actuator and the stabilized
plant;
iy — the order of the set of the differential

equations in the Cauchy form;
ng x1 — the dimension of the vector of states;

my x1 — the dimension of the control vector.

It should be noted, that in the optimization
problem (22) the constraints (23) are defined by the
conditions of the closed loop system stability and the
constraints (24) are defined by the specification
requirements to the designed system. The symbol

min » denotes a ‘“nonstrict” minimum, which is

determined by the concrete requirements to the
designed system.

The process of the solution search represents a
procedure of the multiple minimization of the
criterion (14) by one of the known methods. The
Nelder-Mead method or the genetic algorithm may
be used as such methods. The advantages of the
genetic algorithm lie in the possibility to find the
global minimum in every concrete case.

Now two trends of the optimization by the vector
criteria are known [Egupov 2002]. The first trend
uses the interactive procedures, the second lies in
development of the specialized criteria for the
system of the certain class. For the studied problem
connected with the compromise solution search and
use of the specific criteria for the robust systems it is
expedient to wuse the optimization based on
combination of both trends.

The interactive heuristic procedure of the vector
optimization for the system of the studied type is
divided into two steps.

At the first step the vector optimization of the
system acceptable from the point of view of the
specification requirements is realized by means of
the appropriate weighting matrices Q and R
search. This process is accompanied by check of the
constraints (24). If these constraints are not satisfied,
the elements of the weighting matrices ¢; (for

x; >x;0) and r; (for u; >u;,) are changed. The

procedure is repeated while the non-equalities (24)
will be true. Satisfaction of the expressions (24) for
all x; and u; means determination of the solution

acceptable from the point of view of the
specification requirements given to the system.
At the second step for the weighting matrices Q

and R obtained at the first step the vector
optimization with variation of the criteria weighting
coefficients defined by the wvector A s
implemented. This provides search of solution
ensuring compromise between the system robustness
and accuracy.

A compromise between the local criteria by
means of the weighting coefficients A is defined by
the designer’s preferences, which are directly
connected with the operation conditions of the
system for stabilization of the information-
measuring devices and its design features.

For example, in most cases, the preference is

shown to the criterion Jy, if the operation is

carried out in conditions of the intensive random
disturbances. In other cases, it is desirable to
decrease the criterion J, for the sufficient

parametric disturbances. To achieve the desired
compromise, it is sufficient to carry out some cycles
of the minimization procedure execution in
conditions of variation of the criteria weighting
coefficients (components of the vector A ).

It should be noted, that the given procedure has
the heuristic nature. It is impossible to prove its
convergence but it is checked for the sufficiently
quantity of the practical situations that have been
proved its efficiency. As it follows from the constraints
(23), during the parametric optimization procedure

and the vector K’ optimal values search it is
necessary to ensure the closed loop system stability
during variation of the plant characteristics and the
controller parameters. To achieve this purpose the
penalty function is added to the optimization
criterion (14). This function provides location of the
closed loop system poles in the left half-plane of the
complex variable [Balandin, Kogan 2007].



ISSN 1813-1166 print / ISSN 2306-1472 online. Proceedings of the National Aviation University. 2013. N 4 (57): 23-32

30

Time, s

T T T T T T T T T T T T T T T T
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
r-—--TrTr=-=-=--r-=-=--"r-~--"=--"F~="="=1--fF-°----1 T F--"-=-=-=-"F=-==T-="=°a--=-=1- Fe==T==- —-=-" = T -
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 [1k] 1 1 1 1 1 ] 1 [1 k] 1 1 1
L) =
1 1 1 1 1 1 | 1 1 1 1 1 1 | 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
e . S SRR - a N “ - = P - “ - R
1 1 1 1 1 1 = 1 1 1 1 1 1 o 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1
! . N T r - . n h . - . n n .
u Bue ahuy urw fue ta)fuy ‘uw cGue tagbuy
T T T T T T T T T T T T T T T T T T T T T
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
SRR R P Fem - e aEEr T remmm--r-- e mmam - Femrmmmm-—-p--
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 » 1 1 1 1 1 1 » 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 N 1 1 1 1 1 1 Q 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 [} 1 1 1 1 1 1 [} 1 1 1 1 1 1 1 1
eI I B R IC N R DR R T LICICIC ] IR I DI | == == = = == * - LR == =l= = = == - L * - L] -
1 1 1 1 1 1 1 = 1 1 1 L} 1 1 L= 1 L} 1 L} 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
— 1 1 1 1 1 T T 1 1 1 T T 1 1 1 1 1 1
[=] =] w i i [=] [ -+ p ._.....__ [=] =] [re) -t 0 [=] i -+ p ] = [=] =) W -t 0 =] [ -+ ] (5] [=)

SiGap ‘alel 1enbuy Sifap 'ayel 1N Guy Sthap 'ages 1enBuy

Time, s

Fig. 2. Results of simulation of the synthesized stabilization system (the horizontal channel) for the deterministic
case (a, b) and for the stochastic case taking into consideration such disturbance as the roads with the tussocks

(¢, d) and the medium irregularities (e, f):

a, c, e — the stabilization angular rate;
b, d, f— the stabilization angular position error
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To determine the penalty function it is necessary
to check out the presence of the closed loop system
poles in some area in the left half-plane of the
complex variable. This area must correspond to the
criteria of the system stability.

For a system of the studied type it is expedient to
use the transient process quality indices as boundary
conditions, which must be satisfied in any case, by
means of their introduction in the penalty function.
This defines the certain requirements to the
distribution of the closed loop system transfer
function poles.

The parameters bounded this area represent the
least distance to the imaginary axis and the greatest
distance to the imaginary axis. The expression for
the penalty function may include some additional
conditions, for example, the constraint by the value
of the coefficient in the gain circuit, which enters in
the vector of the adjustable parameters. This
coefficient ensures the acceptable value of the
angular rigidity by the moment.

5. Results of the vector robust optimization

Results of the vector robust optimization of the
system with the controller (9) are represented in the
Tables 1, 2.

Table 1. Values of the stabilization system
optimization parameters

R] R2 R3 T2 ]?5 T‘S
0,18 0,007 0,32 0.005 | 0.015,3] 0,0015

Table 2. Performances of the optimized system

H, H, A, A, C,,
norm norm dB degree | Nm/ang. min
0,3182 | 0,1261 | 59,4 91,1 84,7

In Tables 1, 2 the optimal values of the adjustable
parameters and the time constants are given. The
Table 2 includes such performances of the optimized
system as norms, margins by the amplitude and the
phase and the angular rigidity C, [Sushchenko

2008]. The simulation results for the stabilization
system horizontal channel for deterministic and
stochastic cases taking into consideration the
disturbances caused by the medium road relief
irregularities, which are given by the expression (8),
are represented in Fig. 2.

The results of simulation for the road with
tussocks are also represented in Fig. 2. At that
description of the disturbance for the roads with
tussocks given in [Dynamic...1976] was used.

As it follows from the obtained results the
transient processes satisfy the requirements by the
accuracy and speed. Values of the norms
H,=0,318 and H, =0,126 are also acceptable.

Confidence of the H, / H  -optimization result is

based on the principle of the guaranteed result
[Balandin, Kogan 2007], which does not depend on
the spectral properties of the external disturbance
and depends on its H, -norms only:

o),
wis)l,

where ®(s) — the closed loop system matrix transfer
function;
w(s)
disturbance signal;
Y — a small number.

— the Laplace transformation of the

Such approach is widely used in the practice of
the robust systems design.

6. Conclusions

The new method of problem solving for the
multiobjective optimization of the robust systems for
stabilization of the information-measuring-devices at
the moving base is developed. The method is based
on the idea of the vector parametric H,/H, -

optimization. The goal of the method is achievement
of the compromise between the robustness and
accuracy of the system operated in difficult
conditions of the internal parametric and external
coordinated disturbances action. The developed
procedure takes into consideration constraints by the
phase coordinates, which are caused by the
specification requirements, and the necessity to
satisfy the system stability conditions. Usage of
the procedure allows to implement modernization
of the systems for stabilization of the
information-measuring devices operated at the
ground vehicles.
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Po3risiHyTO 0CO0IMBOCTI MOCTAHOBKHM 3aJa4yi BEKTOPHOI MapaMeTPUYHOI ONTUMI3alii pobacTHUX cucTeM cralimizarii 3
ypaxyBaHHSM JIBOX I'pyNl OOMEXeHb: YMOB CTIMKOCTI CHCTEMH Ta BHKOHAaHHS HaJaBaHUX /10 Hel TEXHIYHMX BHUMOT.
3mifiCHeHO BEKTOpH3aIlil0 KpHUTEpiro omTuMizarii podacTHOi cuctemu cradimizamii iH(GOopMaIiifHO-BUMiPIOBAIIEHUX
MPUCTPOIB, EKCIUIyaTOBAaHHX HAa PYXOMHX 00’€KTax. 3alponoOHOBAHO IHTEPAKTHBHY EBPHCTUYHY MPOIEIYPY
PO3B’sI3aHHSA i€l 3a/1adi, MO CKIATAEThCA 3 NBOX eTamiB. EQeKTHBHICTh 3alponOHOBAaHOI MPOUEAYPH MiATBEPKEHO
pe3ysbTaTaMy MOAETIOBAHHS.
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PaccMoTpeHBl OCOOCHHOCTH TTOCTAaHOBKH 3a/[add BEKTOPHOM MNapaMeTPHUYECKOM ONTHMH3ALUH POOACTHBIX CHCTEM
CTa0MIM3aIMM C YYeTOM [BYX TpYIII OTPaHUYCHMI: YCIOBHI YCTOWYMBOCTH CHUCTEMBI M THPEABSIBIAEMBIX K HEH
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