ISSN 1813-1166 print / ISSN 2306-1472 online. Proceedings of the National Aviation University. 2013. N 1 (54): 55-59 55

UDC 528.715:004.932(045)

Maryna Mukhina

CORRELATION EXTREMAL PRINCIPLE OF OBJECT DETECTION
ON GROUND SURFACE

National Aviation University
Kosmonavta Komarova avenue 1, 03680, Kyiv, Ukraine
E-mail: m_mukhina@inbox.ru
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1. Introduction

Correlation extremal principle is based on the
comparison of current signal (image) with template
images and on further determination of extremes of
their correlation function. Maximum of correlation
function for definite template will characterize the
maximal conformity of two images. In case of
presented template images of target object it is
possible to provide its detection with visual
surveillance of ground surface. Visual information is
assumed to be so called optical geophysical field
(Baklitskii 2009).

The optical field contains large amount of
information including both the valid signals like
images of ground objects, elements of relief, texture
features, etc., and noises. The latter may include
glares, weather phenomena like fog, rain,
imperfection of vision sensors and others. The
quality of detection significantly depends on the
method of correlation analysis used to process
images. To estimate the quality let’s use such
guantity characteristics as probability of object
skipping and probability of fault detection.

The proposed solution includes the following
stages:

— Pre-processing of image;

— Determination of the criterion type;

— Search of extremes of criterion function.

2. Problem statement

Continuous 2D image can be represented in discrete
form by its sampling by lattice function S(X,Y,t)
on discretization interval AX,Ay and quantization
by level of image intensity. Time will be presented
for video sequence where each frame is selected for
definite interval of time At.

S(x, y,0)= > > > (x—iAx,y— jAy,t—KkAt),

k

=—00 j=—00 j=—o0

where k is the number of frames in video sequence,
I, ] are sampling indexes.

But in practice the discrete images are
represented not in the terms of delta-functions &,
but as matrices F(i, j) of dimension nxm.

Besides such representation the 2D image can be
written in vector form (Pratt 1982). Let’s introduce

vector V, of dimension mx1 and matrix H, of
dimension nmxn :

—_— —_ _n_
0| 1 no| 1
r-1 r-1
V, = r, N, = |1
r+1 r+l1
0 m 0] m

Matrix F will be obtained in the vector form
with the help of ordering operation:

m
f=>NFV,.
r=1
Vector V, separates the r'" column of matrix F,
and matrix N, puts this column at the place

reserved for r" section of vector f. Briefly, the
vector f contains all elements of matrix F,
sequentially read by columns. The inverse operation
to convert vector f into matrix F is the following:

F=S NV .
r=1

Let’s assume that the template images will have
the dimensions n. . xm,., and dimension of
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current image is n,xm,, taking into account that
ntem ’ mtem << nC ! mC '

Pre-processing of current image usually include
the minimization of the noise level and decreasing of
the resolution of current image without loss in
informativity.

Statistical properties of discrete images can be
represented by their mathematical expectation,
variance, correlation and covariance. The
mathematical expectation of image is determined as
following:

E{F}=[E{FG. D}].

where E{F(i, j)} is the mathematical expectation

of element.
If image matrix is converted to the vector, than

E{f =3 N,E{FIV,.

Correlation between two elements of image with
coordinates (i, j) and (i,, j,) is determined as
follows:

R(ip iy do) = E{F (i 1) F (i B2)} - )

Covariance of two image elements can be found
as

K (i Jisl, 0,) =
| F (i, i)~ E{F (i, iy)} ] x
<[ F (i, 1) ~E{F (i, 1)} ]|
Variance of image element is the following:
o’ (i, j)=K(i, j;i, j).
If the image matrix is converted into vector f,
then correlation matrix of the vector can be

expressed in terms of correlations of elements in
matrix F:

R, =E{ffT} = E{[gNSFVS}[gVJFT NI}}
or

R, =YY N,E{FVVFTIN,.

s=1r=1

Expression  E {FVSVrT FT} =R is  the

s,r

correlation matrix of s and r" columns of matrix F

and has the dimension of nxn. And finally R¢
can be represented in a form of block matrix:

R, R, .. R

1,m
R, = R:&l R:Z2 R:Z'm | o
R.. Ru. -+ Run

Problem to find extremes of correlation function
represented either as (1) or as (2) is quite trivial
task (Alpatov et al. 2008).

3. Related works

Detailed analysis of existent correlation extremal
methods is given in (Baklitskii et al. 1986). For
practical application, especially in real-time mode,
methods with small computational costs will be
considered.

Correlation algorithm in frequency domain uses
Fast Fourier Transformation (FFT) to calculate the
spectral correlation functions. Its insignificant
disadvantage is unreasonable high computational
time for small images. Pair correlation algorithm is
based on the calculation of number of elements pair
which have the same intensity.

The algorithm is simple but its realization is
possible only for signals with normal distribution.
Phase correlation algorithm uses Inverse Fourier
Transform (IFT) of phase component of power cross
spectrum. It is insensitive to narrow-band noise, but
in case of high frequency noise the quality degrades
rapidly. The hierarchical algorithm with informative
feature extraction includes two levels.

At the first the current image is compared with
the template by the most informative features.

At the second level the full template image is
used but the comparison is done only in the points
with highest correlation selected at previous level.
The main difficulty of realization is the proper
extraction of informative feature to have the
representative sampling. Also it requires large
amount of memory to be used.

Algorithm of amplitude rankings is based on
hierarchical algorithm with rankings of algorithms
for small images. It provides the decreasing of
calculation time only for large images.

Algorithm of linear features overlapping is based
on the extraction of structural features of image and
their correlation with template image but at the
assumption of low level of noise. Invariant moment
algorithm uses the integral transform of images. It is
the most useful for scaled and rotated images.
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4. Phase correlation algorithm
for the task of object detection

1. Let’s have two images F(i, j) and F,(i, j). To

compensate Gibbs phenomenon the images are
multiplied by Kaiser function (Oppenheim et al. 1999):

2
lo| mo 1—(2N—1j
M

I, (mor)
0, otherwise.

,0<N<M

where |, is the zero™ order modified Bessel function
of the first kind;

o is an arbitrary real number that determines the
shape of the window. In the frequency domain, it
determines the trade-off between main-lobe width
and side lobe level, which is a central decision in
window design.

M is an integer, and the length of the sequence is
S=M+1.

When S is an odd number, the peak value of the
window is W,,,, =1. And when S is even, the peak

values are W, , =W, <1.

2. New images are noted as FlW(i,j) and
F"(i,j). Let’s find the FFT from functions
F"(@i, ) and F/(i, j):

L) =% Rl Dex| -2 F(ui ),

- 2T ~, . .
L,(u,v) :(Z) F, (i, J)exp{—Fj (ui +Vj)}.
L]
where u, v are spatial frequencies of image.
3. The next step is to find the logarithms of
amplitude spectrums. Their notation will be

B, (u,v) = In|L,(u,v)|,
B,(u,v) =In|L,(u,v)|.

The transformation to polar logarithmic
coordinates is used for its rotation invariant and
scale invariant properties. The scaling and rotation
in Cartesian domain corresponds to pure translation
in polar logarithmic domain.

The polar coordinates (p,0) correspond to radial
distance from the center and angle from the center
respectively. Taking logarithm of radial distance p,

the polar logarithmic coordinates are obtained.

Such transformation is a conformal mapping
from the points on the Cartesian plane (x, y) to
points in the polar logarithmic plane (log(p),0) .
Considering a polar coordinate system, where p is
the radial distance from the center of the image (., Y¢)
and O denotes the angle. Any point (X, y) can be
represented in polar coordinates and is given by

(0,0) =3 ) ~(y—y. ) tan L)

(x—x;)

If the image is scaled by factor o, then the
coordinates (x, y) in Cartesian domain will become
a,, o, . Introduction of logarithms will simplify the

procedure, the coordinates in logarithmic domain
will be determined as

(log(ct,), log(at, )) =
=((logo.+log x), (log e+ log y))

The reflection of scaling as translation in
logarithmic polar domain is clear from (3). The
effects of distortions are expressed by logarithmic
polar image translation on p axis and 0 axis,
respectively in the logarithmic polar coordinates.
However, when the original image is translated
by (Ax, Ay), the corresponding coordinates are
represented by

@)

p' =log \/(ep cose—Ax)2 +(e"sin (9—Ay)2 ,
: (4)
p _
:tanfle sin® Ay.
e’ cos O — Ax

The slight translation produces a modification of
the logarithmic polar image. Therefore, such image
is not suitable for extracting translation parameters
of images. That’s why Fourier transform was first
applied to images and only then the logarithmic
polar transformation is used for cross power density
to recover scale and rotation by using phase
correlation in logarithmic polar space.

Functions (4) are obtained using the bipolar
interpolation of image intensity.

4. Calculation of discrete Fourier transform from
functions B, (p,,0,,),B, (P, 0p)

5. Calculation of power spectral density of
functions B (p,,0,) and B,(p,,0,)is done as
follows:

Rg (U,v) =B, (U,V)B, *(u,v),

[T30x L)
&

6!

where sign means complex conjugate.
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6. To calculate the cross-correlation function it is
necessary to use the IFT:

Ps (B.(Py:0). B, (P, 6,,)) = @ {Rg (p,,, 0,,) .

7. Then it is necessary to find the maximum of
cross-correlation function

k =arg I[nax{pB (0,6,)}.

Here K is number of sample where there is a
maximum of cross-correlation function.

The estimation of angle is done by formula

H=KA, .

8. Then the initial image is repeatedly rotated in
angle @ . The resulting image has the form

F (i, j)=F (icos¢+ jsind,—isin g+ jcosd).

9. Then process of finding the correlation
function starting from step 1 is repeated for the
whole range of angle ¢.

10. Search of maximum for the function p (i, j) in
the domain of possible values of shift.

The algorithm has been implemented using
MATLAB software.

5. Conclusions

Therefore, a rotation angle can be derived by phase
correlation based shift estimation in polar
coordinates. Similarly, a change in scale can be
determined based on a phase shift in the frequency
domain presented in logarithmic coordinate units.

It should be pointed out that the proposed robust
2D fitting phase correlation technique has some
limitation in the estimation of large shift, rotation
and scale change duo to the fringe filtering operation
used in the technique.

Generally speaking, the robust phase correlation
technique is able to achieve sub-pixel frame
registration with rotation angle less 10 degree.
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MLII. Myxina. Kopeasiilino-excTpemMabHUii IPUHIUI BUSIBJIEHHS 00’ €KTiB Ha 3eMHiii moBepxHi
HamionaneHuii aBiamiiiHuil yHiBepcutet, npocnekt Kocmonasra Komapoga, 1, Kuis, Ykpaina, 03680

E-mail: m_mukhina@inbox.ru

Po3rnsHyTO 0COOMMBOCTI BUSABICHHS 00’ €KTIB IUIIXOM 00pOOKH 300pakeHb 3eMHOI oBepxHi. [lokazaHo, 10 MMoJaHHS
B MaTpu4Hii (opMi 03BOJISIE BUKOPHCTATH METOIM CIEKTPAJIBFHOTO aHai3y ABOBUMIPDHMX CHIHAJIB, 30Kpema
BUKOpUCTaHHSA mBHIKOTO @Dyp’e meperBopeHHs. [IpoaHamizoBaHO HasSBHI METOAM KOPEIALIHHO-eKCTpeMalbHO1
00poOKku 300pakeHb. 3a3HaueHO, IO caMe CIEKTpPabHUNH METOJ, 30Kpema MeToxa (a3oBoi Kopensdii, 3aJ0BOJbHSIE
BHMOTH, IIO MPeI SBISIOTHCS IO HaBIramilHUX 3aaa4 (MpaIioe B peKUMi PEaIbHOTO Yacy, CTIHKHX IO IIYMIB Ta iH.).
3anpornoHoBaHO BHUKOpUCTaHHS (Da30BO1 Kopeusmii 3 OAAaTKOBUM JIOTapH(PMIYHO-TIOISAPHUM NEPETBOPEHHSIM, IO
yCyBa€ YyTJIHMBICTH METOAY JIO 3CYBIB a0O CIIOTBOpEHb 300pakeHHs. BH3HaueHO, IO TOYHICTH METOJY BUSBIICHHS
00’ekTa 30epiraeThCst HaBiTh MPH 3HAYHUX [TOBOPOTaX 300paKeHb.

Kaiouosi ciioBa: kopensniiHO-eKcTpeMaIbHUI IPUHINI, JIOTapUPMIYHO-TIOISIPHE TIEPETBOPEHHS, (ha30Ba KOPEJIALIisL.


mailto:m_mukhina@inbox.ru

ISSN 1813-1166 print / ISSN 2306-1472 online. Proceedings of the National Aviation University. 2013. N 1 (54): 55-59 59

M.II. Myxuna. KoppeasinMOHHO-3KCTpeMA/IbHBIH NPUHOUN O0HApy:KeHMsl O0bBEKTOB Ha 3eMHOIl

MOBEPXHOCTH

HanmonanbHbIM aBUaliuOHHBINA yHUBEpCHUTET, pocnekT Kocmonasta Komapoga, 1, Kues, Ykpauna, 03680

E-mail: m_mukhina@inbox.ru
PaccMoTpeHBI 0COOEHHOCTH BBISBICHUSI OOBEKTOB IyTeM 00paboTku m3o00pakeHwid 3eMHON moBepxHOcTH. [TokazaHo,
YTO MpEACTABICHUE N300paXKEHHH B MaTpUYHON (popMme IMO3BONISET MCIOIb30BATh METOMBI CIIEKTPAIHLHOTO aHAIN3a
JIBYXMEPHBIX CHTHAJIOB, B YaCTHOCTH HCIOJB30BaHUE ObicTporo Pypee mnpeoOpaszoBanus. IlpoaHann3upoBaHbl
CYIIECTBYIOIINE METOABI KOPPENSAIMOHHO-3KCTpeMalbHON 00paboTku u3o0paxennii. OTMEYeHO, YTO WMEHHO
CHEKTPaJbHBI METON, B YACTHOCTH MeETOA (ha30BOH KOPPEISIIUH, YAOBICTBOPSAECT TPEeOOBaHMSAM, KOTOPBIE
NPEABSBISIIOTCS K HABUTAI[MOHHBIM 3aJa4aM (paboTaeT B PeXHMME PEalbHOr0 BPEMEHH, YCTOMYHMB K LIyMaM U T.1.).
[Ipennoxkeno wucnosnp3oBaHue (a30BOM KOPPENSIIUM C  JOMNOJHUTEIBHBIM JIOTapU(DMHUUYECKH -TTOTISIPHBIM
npeoOpa3oBaHUEM, KOTOPOE YCTPaHsET YyBCTBUTENBHOCTh METOAa K CABUTaM MM MCKKEHHSM H300paskeHHs.
Y CTaHOBIICHO, YTO TOYHOCTH METO/Ia COXPAHSETCs Ja)ke PU 3HAYNTEIbHBIX IOBOPOTaX H300payKeHUsL.
KnaioueBble cjioBa: KOPPEIALMOHHO-IKCTPEMANIBHBIM MPHHIMII, JIOTapH(PMUUECKH-TIOIAPHOE IpeoOpa3oBaHMe,
(azoBasi KOppessLus.
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