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The method of numerical solving of systems of tiaégebraic equations produced by the tasks
of aerodynamics and hydrodynamics is offered inpy@er. The method makes use of the auxiliary
function, a value of which is the measure of mmale of the achieved approximate solution.
Proposed a modification of the method suitable foe use in the distributed computing
environment.

3anpononosano memoo UYUCNIO08020 pO36’ AZAHHA CUCMEM JIHIUHUX an2eOPUYHUX DI6HAMD,
NOPOOJICEHUX 3a0dayamu aepo- ma 2iOPOOUHAMIKU, 3 BUKOPUCMAHHAM OONOMINCHOI (DYHKYIIL,
3HAYeHHs AKOI € MIpol  GIOXUNY OMPUMAHO20 HAOAUdNCEHO20 po36 A3KY. Posenanymo
Moougbikayiro memooy, NpusHaveHy Osi BUKOPUCMAHHA 6 PO3NOOLIEHOMY O0OUUCTIO8ATbHOMY
cepedosuuyi.

IIpeonoowcen memoo uucienHo20 peuwileHus cucmem JIUHEUHbIX aAleeOpauiyeckKux ypasHeHuil,
NOPOAHCOCHHBIX 3a0a4aMU AIPO- U 2UOPOOUHAMUKU, C UCNOTb30BAHUEM BCHOMO2AMENbHOU DYHKYUU,
3HaueHue KOMOPOU AGNAEMCe Mepol HeBA3KU NONYYEHHO20 NPUOIUINCEHHO20  peuleHUs.
IIpeonoscena mooughuxkayusi memooda, npeoHA3HAYeHHAs OAA UCNONb308AHUS 68 PACNPeOeNeHHOl
8bIYUCTUMENBbHOU cpede.

Statement of purpose which realize the most popular algorithms of
calculative linear algebra. Though, due to the

A number of problems of aircraft rnOtiongimensions of contemporary problems, the
control and other practically important problemVolumes of the data, that it is necessary to keep

of aero- and hydrodynamics require to take mf[gnd process at their solving, grow more rapidly

account the nonstationarity of aerodynamlﬁ1arl the amount of the operative memory of the

chargqteristics of coqtrolled objects. Applyin vailable computers, and more rapidly than their
simplified aerodynamic models leads in suc

. peed characteristics.
cases to the inadequate results. On the otherapn aqditional factor of increase of dimension

side, the use of complete models is difficulbs these problems is their substantial three-
because of the large dimensionality of thgimensionality. In the case of symmetric
systems of equations in these problems; thgsometry of problems at not very large values
there are a number of issues which do not allogf the Reynolds number, numerical modeling
utilizing possibilities of modern computerappears fully successful on the basis of the two-
technique effectively. Among them are shortagdimensional  nonstationary  Navier-Stokes
of main memory of computer and considerablequations. However, at large Reynolds numbers
duration of calculations. three-dimensional stochastic turbulent
In the common case, the aforementioneitlictuations are imposed substantially on the
problems are reduced to the problems d#Wwo-dimensional non-stationary flow, that is
numerical solving of the systems of lineawhy numerical modeling must be conducted in
algebraic equations of large dimensions. Thetbe three-dimensional problem setting even for
is vast literature, devoted to the methods eimple symmetric geometry of a flow. As it was
applied linear algebra, and software producghown in [1], the modeling of the detailed
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structure of three-dimensional motion of viscoste system has a band structure, and the width
gas is possible only with application of moderiof the band is considerably less than the order of
multiprocessor  calculative complexes omatrix. However this supposition is applicable
distributed calculative environments. Using theot for all problems. In addition, the proposed
latter feature is the contemporary actuahethods allow increasing the order of the solved
direction of development of calculativesystem only on condition of the proper increase
mathematics. Besides, distributed computef volume of the computer system resources
system exists on boards of many modenvhich must be utilized for its solving.
aircrafts. Consequently, their use will allow The hydrodynamics problems in many cases
solving problems of aircraft control using itsare reduced to the systems of equations with
onboard calculating facilities. sparse matrices. Exactly for such problems high
Thus, there appears a problem oéfficiency of iterational methods can be attained
developments of new mathematical methodgs compared to direct methods, as during the
which would allow solving the systems of lineaprocess of iterations the matrix of the system

algebraic equations of large dimensions with thg,eq not change, that is it remains sparse. The
less charges of machine time, comparatlve[ySe of direct methods in such cases is

with existing methods, and it is desirable th . , o
the offered methods be  suitable foa}rﬁeﬁectlve. For instance, application of method

implementation in the calculating cluster. of s.oIV|.ng with exclusion leads to the
substitution of large number of zero elements

Analysis of researches and publications with non-zero ones, so the matrix looses the

The indicated contradictions motivateProperty of sparsity.
re_:searchers to offer new approaches in suchnaaim of thework
directions.

1. Creation of new models of processes of It is possible to make a conclusion, that
gas dynamics, in particular, with the purpose @fctual is a search of new iterational methods of
simplification of necessary calculations [2; 3]. solving of the problems in question, oriented to

2. Creation of new methods of solvingvork with the systems of equations of large
problems of linear algebra. In particular, théimensionalities. Using the Lyapunov's
economic direct methods were created for thfanctions method seems to be a perspective
number of particular cases of the systems witirection for such a search.
sparse matrix [4], a number of iterative methods |t of ijs why the aim of this paper is to

[5; 6]. Also proposed approaches for solvingropose a method of solving the systems of
problems, in which the conduct of the systems 8,05, algebraic  equations  of large

described or determined  with distributeqyansionalities, based on the method of the
parameters, based on the theory of the first ap apunov's functions, and to analyze the

se%oni\lﬁyéﬁ)gtr;ovt? eg::i)lgs [t7h;e8].algorithm Ofpossibility of its application in distributed
' computing environment.

calculation so that it could be divided into

separate loosely connected parts, which can belterational method of solving a system

implemented on separate computers  of of linear algebraic equations

distributed computing network. . : .
The given article is devoted to the questions Let the system of n linear algebraic equations

which belong to the second and third of th& Solved

listed directions. The unsolved problems of Ax =B, (1)

existent approaches are the following. The most . _ o _

of proposed methods of solving of such systerfé1€T€A IS a given constant matrix is set with

are developed in supposition that the matrix dfe real elements of the dimensiom;
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B is a given constant vector of right parts ofve'll get a system of differential equations for
equations (a vector with the real elements of thbe components of the vectd, which in
dimensiom); vector-matrix form may be presented as:

X is a vector with real components (the X =R(X,) )(6
vector of solutions) of the dimensiom the t t
exact value of which must be found as a resulthereX=X(t) is a vector-function of time, with
of solving the problem. the limit value att—o equal to the vector of

For each vectoiX one can find from the exact solutions of the system (1);
system (1) a vector-function of the misclosure, Vv
let's designate it ad (X) : R(X) :_k&=

M(X):AX—B. __E MT(X)QM(X)

Let us introduce some constant, symmetrical =~ 2 MT(X)QAATQM (X)
weight matrixQ, Q = Q. _ _ _

Let's introduce a scalar auxiliary functior!S & vector-function, thg vector of the right parts
V(X) as a quadratic norm of the misclosur€f the system of equations (6).

the system (1) is reduced to integration of

- T _ T
V(X) = (AX-B) Q(AX-B) =M(X) QM(X), (2) equation (6), as a result of which we find the

If the value of the vectdX is an approximate Vector-function which coincides to exact
solution of the system of equations (1), got osolution of the system of equations (1).

the certain step of the procedure, then the value Dividing into independent subproblems

of the function VK) is the measure of o jmplementation of parallel calculations
misclosure of this approximate solution.

Let us introduce the two differential Let us consider the simplest method of search
equations, which determine the desired condue the solution of (6) — the numerical integration
of the auxiliary function VX) and the vector of of the equation (6) by the Euler's method with

ATQM(X) (7

solutionsX in the process of solution: the constant step:
V+ceV =0, 3) i =to +iBt; X(tnm) = X);
where ¢ is some constant value, which X+1)=Xg + R(X)At, (8)

determines the speed of diminishing of th@here lower indexes in brackets mark the
misclosure norm (it may be chosen in afumper of the step to which that value

arbitrary way), corresponds.
. oV For such an algorithm every step of iteration
X= _k&’ ) (4 includes a calculation on the formula (8), which

requires the following sequence of actions:
where k = kK) is a function of the state vector, 1) calculation of the vector-functidR(X) on
expressiqn fqr which it is possible. to obtaifhe formula (7), which includes a set of
from taking into account the requirement Ofperations of matrix arithmetic, which are
compliancy of the equations (1)—(4): executed with matrices and vectors of
c(AX —B)"Q(AX -B) the dimensionn (n is the dimension of the

. (3 system (1));
— T T — y !
4(AX B) QAA Q(AX B) 2) calculation of vector of the product

Using of the approach, proposed in [9], fronR(X))At of the dimensiom:;
the relations (2) — (5) taking into account the 3) calculation of the sum of the vectoXs,
derivate of auxiliary function by virtue aX andR(X))IAt of the dimensiom.

k(X) =
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The calculation of numerator and AxX;=B2—A11X1—A13X3— ... =ApX)),

denqmmator of expression (7) requUIr®yhile considerXs to be the sought vector, and
multiplying the matrices, therefore at the dlre%e vectorsX; and Xs X, assume to be

algorithm of multiplication the amount of, ovn- as the value of X, take the

arithmetic operations will be 01_‘ the orderrdf approximationX; (), found on the previous step
With the purpose of breaking the procedurgs the algorithm, and for the values of vectors of
of calculation into subproblems the foIIowmgx3 ..., X, take the approximationss g, ...

approach is offered. Let's preak up the matricg@p © - Executing one step like the previous one,
and vectors of the problem into the blocks:  find the approximatioiXz i) .

A A A B Next, let's execute analogical steps for other
11 12 - 1p 1
parts of problems. After the complete cycle
Ay Ay o Ay B, : :
A= , B= which consists of p steps the new
approximations will be found for all the
Ap Ap o A B, subvectors of the vectdX. Now it is possible

. again to pass to the search of the new
whereA11, Az, ... App are square Smeat”CeSapproximation foiXy, et cetera,

of the matrixA, of the dimensiong, ro, ..., Iy,

Bi, Bz ... B, are subvectors, component Conclusion
parts of the vectoB, which have dimensions |n the paper the method of finding of the
equal to those of the blocks of the matkix solution of the system of linear algebraic

Let us break the matrices" andQ, vectors equations (1) is proposed, as a limit, to which
X, N and others, obtained in the course cfpproaches the solution of the differential
calculations, in the same manner. equation (6).

Now let's divide the iterational process into a The method of dividing the process of
number of steps on the basis of these blocks. édiculations after the proposed method into
the first step let's consider the problem: poorly connected parts is offered, that allows
Au = Br=Auie —AsXa— . —AwXy) () CESTERTR, 78 Proposed metod @

Let us assume that the sought vector now is During  realization ~ and  subsequent
X1, and the other subvectors of the vedlotthe development of the offered algorithm the
vectorsX; , X3, ... , X) are assumed constanfollowing aspects are substantial and need
and equal to their approximate values, found kadditional researches.
now; in particular, on the first step of algorithm 1. The dimensionality of each of
— to the initial approximationXz ), X3, ... , Subproblems is less than the dimension of the
Xp) - Then equation (9) acquires the sengdaitial problem. If the initial problem is broken
analogical to sense of the equation (1), it is theto p identical blocks, the volume of
system of linear algebraic equations of thealculations for implementation of one step
dimensionr; with the vector of unknown valuesduring solving each of subproblems diminishes
X,. This problem may be solved using thguadratically (a©(p”)) comparatively with the
method proposed above, that is, we write for ¥olume of calculations for implementation of
the equation analogous to (6), and integrate it e step during solving of the full problem. At
the Euler's method. It is enough to make orfBe same time the number of subproblems is a
step in the numerical integration, as a result w&early growing value (it is equal tg).
get for theX its first approximationX (1) therefore after dividing into subproblems the

Now let's pass to the second step general volume of calculations for passing one

iterational process. Now solve the system @pcle diminishes linearly. However the general
equations purpose of calculations is approaching of the
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vector X to the exact solution, that is why it is 2. Exusaposa T.I'. MatemaTuueckue MOJACIH
necessary yet to compare the efficiency (by theunuciaennsle MeTonbl B AMHAMUKE KUAKOCTU U

speed of approaching) of one step of solving thgsa / T.I'. Emmsaposa. — M.: MI'Y, 2005. —
complete problem and one cycle of solving thgo4.

block-divided problem. 3. Vepromos M.JI. MartemaTu4Hi TpHBHU-
2. Each of the subproblems operates W'tLQipOBi MOJIETIi Ta METOJIM aHali3y B'I3KUX Teuii

constant matrices which are the blocks of th;%m ACPOJIMHAMIUHOTO YAOCKOHATCHHS BiHIR

matrices A, B, Q. The communicational TypGOMALIHH: aBTOped). THC. Ha 3m0BYTTA HAYK
intensivity of the algorithm at implementation ' ' ' '
y 9 P texn. Hayk: 01.05.02 /

of calculations in a cluster is defined by the fadt-y"e##*  Apa ,
that only new approximations of the parts of th¥l-/I- Yrpromos. — X.: Hail. aepokocM. yH-T iM.
vector X are necessary data to pass from M-€. Kykoscekoro «XAl». —2005. — 3%.
subproblem to a subproblem at every step of the 4. éaxnenxo M. A. KsasuruaponuHamu-
calculation. It is necessary to determine thgeckas — Momenb M MeJIKOMAacHITaOHas
volumes of transferred information for theryp6ynentnocts / U.A. VBaxuenko, C.B. ITomus-
different topologies of network and modes okos, B.H. YerBepymkun // Maremaruueckoe
transmission (for example, use of the multicasfonenuposanne. — 2008. —T. 20, Ne 2. —
mode). _ . C. 13-20.
3. 0n the basis of the basic indexes, accepteds r,copome 4.
in the theory of parallel algorithms, and takin
into account a specific computer networ . .
structure, it is necessary to develop the compliﬁgfof?;’&ﬂm Jhio; mep. ¢ anrx. —M.: Mup,
index of calculative cost of this algorithm, : '
which must also take into account the O-ffempos H.b. Jlexumn 10  BhruKCIH-
advantages of the customer — the user of tRgPHON  MAaTCMATHKC /" W.B. Ilerpos,
system, and define whether there is an optimAt1. Jlobanos. — M.. BUHOM. Jlaboparopus
size for the pieces of problems according to thigianuii, 2006. — 523.
index. 7. Epémun M.A. Onpenenurens Epémuna B
4. Because the presence of set of blocksineiinoii u Henuneiinoi anrebpe. Jluneilinoe u
allows to choose the various methods afenuneitnoe mporpammuposanne / M.A. Epé-
organization of cycles of iterational processsit iy, —M.: KomKuura, 2006. — 12@.

necessary to find the optimal among these g jrjecmaxos A.A. O6oGUIEHHbIH npsMoit
methods.
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