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Investigation of computer-aided design data module integration algorithms. The analysis of data
sorting algorithms was realized. Algorithms for tasks sorting of project data integration module
wer e suggested.
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Statement of purpose the production of a list of objects (parts and

At present time, much attention is paid t%jsembly unit) in the official notes. During

. . . . ocessing of the official note the list of
essential task of improving the effectiveness coming objects is defined. Depending on the
computer-aided design systems in the way :

T mber of objects sorting on the marking, on
more full use of databases (in digital format anla material. on the group of technological

symbolic) for solving of problems that are nopqcessing is performed. During performance of
directly linked with design, for example in thehe object analysis (part or assembly unit) a
technological preparation of production. Fofuery to find the information objects (three-
solving such a problem in the work [1] wasfimensional models, electronic circuits or

suggested the approach of CAD development gpawings), is carried out in the CAD
the problems of production technologicaknvironment.

preparation. Structure scheme of such CAD is During the TPP objects sorting | done
given on fig. 1. according to the following grounds:

A distinctive feature of the CAD is the _ matching the model detail or assembly unit,
presence of project data integration module. ThHgr example: 77.01.0110.912;

main elements of the module are: database,_ name of the model parts or assemb|y unitS,
adapters to CAD systems, interfaces to externglch as: bracket, stringer, left beam:

systems, end-user interface, administration tools _ material; for exampleB95, 1163, D16;

and customization of data, algorithms of sorting,
consolidation, retrieval, conversion and dat
conversion. The design data integration modu?‘é>< Sorting is included into the list of tasks

structure is illustrated f|g._2_ . necessary to perform the TTP and access to CAD
An example of using a design data

integration module at the stage of technologicgﬁta' .Let’s gnalyze the 50”'”9 algorlt.hms In terms
preparation of production (TPP) is to launch iQf their use in the project data integration module
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— type of the detail technological process; for
ample: cast, extruded, bent.
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Fig. 1. CAD structure with package data integratiwodule
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Fig. 2. Design data integration module structure
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Problem statement Insertis performed in the following way: at

If there is a sequencepaa.. & and the end of the new array is allpcat_ed a free cell,
comparison function, which on any twothen analyzed element, standing in front of an
elements of sequence takes one of three valuggipty cell (if a blank cell is not on the first
less, than or equal to. The task is to sort tiiace), and if this is more an element is inserted,
permutation of the members of a sequence then moves the item into a free cell (at its own
such a way as to satisfy the conditionplace a free cell is formed), and the next
g <= at1, for all i from O b n. If there are element is compared. So we go to the case
several X, y, 2) fields, then x is called the key,where the element in front of an empty cell is

by which the sorting is realized. _less than inserted, or an empty cell is at the
For the algorithms analysis the next criterideginning of the array. Put the plug-in to an
are used: empty cell.
— sort time;

So, in turn, insert all the elements of the

— volume of operative memory; . . - :
. ’ original array. It is obvious that if, the arraysha
_.Stab'l'IY. (stable sort does not change ﬂ}?een ordered before the element then after
relative position of equal elements).

The most widespread sorting algorithms areinserting before the inserted element are located

— bubble sort: all elements smaller than him, and after it -
— insert sort: larger. Since the order of elements in the new
_ shaker sort; array does not change, then the array will be
— merge sort; formed into an ordered one after each insertion.
— fast sort; It means that, after the last insertion, we obtain
— shell sort. an ordered array of the source. This sorting can

Let's make a comparison [1, p. 20-80] obe implemented without additional array B, if
these algorithms by suggested above criteria. you sort the array A directly in the readout-ing,
Algorithm 1. Bubble sort ie, to insert a new element in the array A.

Implementing of this method doesn’t require Algorithm 3. Shaker sort
any additional memory [2, p. 120-132; 3]. The \wnen the data is sorted not in operative
method is as follows: a pair is taken of th&\amary and hard disk space, especially if the
adjacent elements, and if the element with lowgL 5™ J5nciated with a large amount of
index is higher than the element with a larger ditonal information. the number of

index, then we change their places. The .
actions are continued until there are such paifisplacements of elements substantially affect

When there are no such pairs, then the data wiile operating time. This algorithm reduces the
be sorted. To search for such pairs of data imber of such displacements, and acts as
over looked from the beginning to the endollows: by means of one pass through all the
From this it follows that during this overview aelements the minimum and maximum one is
maximum is found, which is placed at the engelected. Then the minimal element is placed at
of the array, and so the next time enough t@e beginning of the array, and the maximum,
watch a smaller number of elements. As evepispectively, at the end. Then, the algorithm is
time at its own place gets at least one elemeglacyted for the remaining data. Thus, for each
}\rlle_nnﬂfnggrt Or:ce;gm”é%ré than N passages Wheless 1o elements are put into their places and,
) hence, need N / 2 passes, where N - number.
Algorithm 2. Insert sort Shaker method is more benefit because of
A new array is created, into which element80rting data on external memory devices, and it

are consistently inserted from the original arrafgquires a half less permutations then the
so that the new array was ordered. algorithmNel andNe2.
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Algorithm 4. Merge sort For a linear array, we pass on to the

This sorting uses the following subtasksc@lculation of each possible value, and how
there are two sorted arrays, you need to d@any items have the same value. Then add to
(unite) one but sorted. Sorting algorithm work&ach of the numbers the sum of all previous.
on the principle: divide the array into two partsPbtaining in such a way the number of elements
sort each of them, and then merge the two pavt$ose values are not more of the given value.

into one sorted. ' For the linear passage formed from the original
To estimate the time necessary for thigrray new sorted. Two same elements are
algorithm, we form a recurrence. tracked not to be recorded in one place.

theLneli[oI r$1ne)ré1 eSsO(;tritnr?gﬂrtT; an array of Iength n,  The method does not use nested loops and,
T Ol 0 o
this time, it is necessary to have drained t\/\}a : ' . .
Another important feature of algorithms is its

arrays). Write down this ratio: o .
It remains to estimate k. We know that sphere of application. There are two main

2k =n, positions:

and hence — internal sorting work with data in memory
k = log2n. with random access;
The equation takes the form — external sorting organizes information
T (n) =nT (1) +10g2n0 (n). located on external memory devices.
Since T (1) - constant, then This imposes some additional restrictions on

T (n) =0 (n)_+ Iog2r!O (n) = O (nlog2n). the algorithm:

That is, the time estimate of the merge sortis _ access to the memory device has been
less than at the first three algorithms. ongoing the consistent way: each instant period

Algorithm 5. Fast sort of time one can read or write only the element

Like merge sort [4], the array is divided intdfollowing by the current one t
two parts, with the condition that all elements of — the amount of data does not permit them to
the first part is less than any element of thgtay in RAM
second. Then each part is graded separately.ln addition, access to data on the memory
Partitioning is achieved on the part of thelevice is much slower than the operation of
ordering with respect to some element of theam.

array, i.e., in the first part of all numbers less Thjs class of algorithms is divided into two
than or equal to this element, and seconf,;in sub-classes:

respectively, greater than or equal. TWo indexes | .o o) sorting operates with arrays, entirely

are held on the array from different directionjsIst in memory with random access to any cell

and looking for items that were not in thei | d I ded h |
group. Finding such items, exchange them. T ata usualy graded at the same place,

one element on which the indices will intersectVithout its Additional Cost.

determines the group devision. External sorting operates with storage
Time O (nlog2n) is the minimum for sorting,devices of a large volume, but access is not

which use only a paired comparison of elemengbitrary, but consistent (sort of files), i.e. the

and not use the structure of the elements. moment we 'see' only one element, and the cost

Algorithm 6. Shell sort of skipping over the memory of unfairly high.

o , This leads to special methods of sorting,
For each element it is necessary to find hoyv

, . ically using additional storage space.
many less than a certain number items are ther}é?The yresultgs of given al ori?hmsp comparison
and place this number at the appropriate 9 g P

place [1p. 60]. using time criteria are shown on fig. 3 [5].
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Time,s Conclusion
2500 _ﬂ As a result of conducted research the analysis
—1 of sorting algorithms was performed. For use of
2000 | project data in integration module it is better to
=2 use Shell’s algorithm.
1500
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Fig. 3. Comparison of sorting time duration
depending on the number of elements:

1 — bubble sort;

2 — shaker sort;

3 —insert sort;

4 — copruposka Illemna

Given analysis shows that the most optim:ﬁ
in time is Shell’s sorting. '
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