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Abstract

This study is devoted to obtaining the traffic characteristics of communication channel between the Remotely Piloted Air
System (RPAS) and the Base Station, the model of which was created in professional software NetCracker. The
dependencies of dropped packets, message Travel Time (TT) and HUB Average Utilization on the Transaction Size (TS),
the link bandwidth and the Bit Error Rate (BER) for different distribution laws of Time Between Transactions (TBT) were
analyzed. It was observed that for smaller TBT the lower transaction size can be transmitted, which is true for all
distributions. But the lowest percentage of packet loss is observed for the LogNormal distribution. Additionally, it was
observed that the TT does not depend on the value of the TBT parameter with the Exponential or LogNormal distribution
laws, which is not true for the Const law. Hub utilization does not exceed = 20% for all distributions with 1 s TBT.
Nevertheless, the maximal TS for LogNormal law is ten times bigger than for other laws. The transaction TT decreases
with the transmission rate increase, and for T3 bandwidth it equals to 0.5 s approximately for all considered distributions.
However, the smallest percentage of packet loss and HUB utilization is observed for the LogNormal law. The TT does
not exceed 1 s for low BER values for all TBT distributions. Such numerical analysis allows us set up and change traffic
parameters while observing the results under specified transmission modes.

Keywords: Remotely Piloted Air System (RPAS), communication channel, data traffic, drone, transaction size, time
between transactions, travel time, Bit Error Rate, bandwidth, dropped packets, statistical distribution law.
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is affected not only by the user distributions, but also
by the quality limitations of D2B channels. It is
necessary to design and investigate models for the
loss analysis on the air-ground path to maximize the
throughput of communication channel. Since the
RPAS’s wireless communication channel is one of
the main components, simulating its operation on
models is vital for evaluating the performance of a
digital mobile communications system. This study is
devoted to obtaining the traffic characteristics of
RPAS’s communication channel with the Base
Station.

2. Analysis of publications and problem statement

The review [1] is devoted to modeling of RPAS
communication channels A2G, G2G, and A2A.
Recommendations for links budget managing are also
provided, taking into account line losses and channel
attenuation effects. The improvements using spatial
multiplexing of RPAS antennas are analyzed. The
latest achievements and future trends in the field of
modeling RPAS communication channels and air
communication networks are considered in reviews
[2-8].

An unmanned RAN architecture is proposed in the
article [9], in which drones are used to transfer data
between base stations and users. First, user coverage
and features of D2B connections are analyzed, and
then an algorithm for deploying a three-dimensional
drone network is implemented to maximize user
coverage while maintaining D2B communication
quality. The possibility of using RPASs for fifth
generation (5G) networks in areas requiring short-
term coverage improvement is empirically evaluated
in paper [10]. It has been shown that the potential for
using ultra-low altitude unmanned aerial vehicles to
provide 5G cellular services substantially depends on
the quality of the D2B signal and the coverage of the
cellular communication. The increased use of RPASs
will occur with the introduction of 5G mobile
communications, which will require more capacity
and high data transfer speed, less latency and a more
flexible scalable network.

Hybrid terrestrial satellite networks and the role of
RPASs are considered in paper [11]. Opportunities
and interest in providing cellular communications in
new ways were considered in [12], where it was
shown that the use of RPASs in conjunction with a
conventional cellular network can improve the
cellular system, as well as reduce time and financial
investment. The use of any air drone as an
intermediate node between the user and the installed

wireless network is considered in article [13]. Radio
channel modeling for RPAS communication over
cellular networks was studied in [14]. Network
modeling in [15] included several airborne cellular
base stations that are in constant motion. It has been
found that constant movement increases throughput
and reduces the number of drones needed.

RPASs will become an integral part of the next
generation wireless networks, as their application in
various communication applications will improve
coverage and spectral efficiency compared to
traditional ground-based solutions. The
manuscript [16] provides a detailed review of
research works in which machine learning (ML)
methods were used to improve various design and
functional aspects, such as RPAS channel modeling,
resource management, positioning, and security.

Simulation of RPAS data transmission via
satellites using MATLAB and NetCracker software
was described in [17 — 21]. Satellite channel
parameters based on IEEE 802.11a, 802.11 b, 802.16
and Long-Term Evolution (LTE) standards and
RPAS satellite traffic characteristics were estimated.
Simulation of network-connected UAV/RPAS
communications with estimation of data loss is
presented in [22].

The aim of this article is: 1) to create model of
RPAS communication channel with the Base Station
using NetCracker software; 2) to analyze the
dependencies of the HUB dropped packets, the Travel
Time (TT) and the HUB Average Utilization on the
Transaction Size (TS) with different distribution laws
for the Time Between Transactions (TBT); 3) to
obtain the dependencies of the HUB dropped packets,
the TT parameter and the HUB Average Utilization
on the bandwidth for different distribution laws for
the TBT parameter; 4) to investigate the dependencies
of the TT parameter and the HUB Average
Utilization on the Bit Error Rate (BER) for different
distribution laws for the TBT parameter.

3. RPAS communication channel simulation

Communication channel model (Fig. 1) was designed
using Professional NetCracker 4.1 software
(https://www.netcracker.com/). The model contains
the Base Station (BS), the HUB — Wireless Local
Area Network (WLAN) station, and the RPAS. The
BS contains an Ethernet server with 10 Mbps
bandwidth and the Ethernet switch with 10 Mbps
bandwidth too. The BS—HUB link is fiber optic cable
and has T3 (44.736 Mbps) data rate, the Packet
Latency of zero seconds and BER = 0. The HUB —
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RPAS link has T3 data rate, the Packet Latency of
zero and BER = 0. The RPAS is the usual WLAN
equipment with a bandwidth of 10 Mbps.
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Fig. 1. BS — HUB — RPAS communication channel

Fig. 2 shows the dependencies of HUB dropped
packets on the transaction size, the time between
transactions, and the type of statistical distribution
law. The general distribution law (Const) is selected
for the TS parameter in Fig. (2a, 2b, 2c), and three
different laws for the TBT parameter — Const (Fig.
2a), Exponential (Fig. 2b) and LogNormal (Fig. 2c).

The value of the TS parameter varied from 10 bits
to 1 Mbits, and the TBT parameter took values of 1 s,
0.1s, and 0.01 s. These values are selected from the
considerations that aircraft Automatic Dependent
Surveillance - Broadcast (ADS-B) messages of 112
bits in size (Grekhov, 2019, p.277) are transmitted
with an interval (0.2 - 1.0) s. Therefore, the values of
the TBT parameter are selected to be 10 times
different from each other, taking into account a wide
range of transaction size changes. This allows
simulating the change in channel utilization in real
conditions and determine critical situations in terms
of information loss during data transfer.
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Fig. 2. Dependencies of HUB Dropped Packets on TS
(RPAS link with T3 bandwidth)

Fig. (2a, 2b, 2c) show the maximum possible
packet sizes for transmission under the specific
conditions shown in the figures. The channel simply
closes for larger TS values. For example, the largest
possible transaction size with TBT = 0.01 s (Const
law) is TS = 10 Kbits (Fig. 2a). Therefore, using the
obtained data, it is possible to predict which modes of
reliable transmission are permissible. The same will
apply to dependencies given in Figs. 2b, 2c. Obtained
results allow to identify the following patterns. The
smaller the TBT parameter is, the lower the maximum
value of the transaction that can be transmitted. This
is true for all distributions. The transmission of the
largest packets with TS = 10 Mbit is possible for the
LogNormal law with TBT = 1 s (Fig. 2c). In a
transaction with TS = 1 Mbits and TBT = 1 s, the
number of lost packets reaches =~ 44% for Const law
(Fig. 2a), = 55% for Exponential law (Fig. 2b) and =
28% for LogNormal law (Fig. 2c). The lowest
percentage of packet loss is observed for LogNormal
distribution. For LogNormal law (Fig. 2c), unlike the
other two distributions, the packet loss for TBT = 0.1
sand TBT = 0.01 s turn out to be close. This may be
a favorable factor for transmitting sufficiently large
packets at small time intervals.

Fig. 3 shows the dependence of messages travel
time through the communication channel on the
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transactions size and the time interval between them
for different statistical distributions. For the data in
Fig. 3 (a, b, c) the general law (Const) is selected for
the TS parameter.
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Fig. 3. Dependencies of transaction Travel Time on TS
(RPAS link with T3 bandwidth)

The following features are noteworthy. The nature
of the TT parameter dependence on the TS for the
TBT parameter with Const law (Fig. 3a) differs from
the Exponential law (Fig. 3b) and the LogNormal law
(Fig. 3c¢) in the following way: for two latter laws the
travel time does not depend on the value of the TBT
parameter, but for Const law in Fig. 3a the travel time
differs significantly for values of 1 s, 0.1 s, and 0.01 s.

The travel time increases with the packet size
increase and turns out to be = 1.0 s for the Const law

with TS = 1 Mbits and TBT =1 s (Fig. 3a), = 0.6 s for
the Exponential law with TS =1 Mbits and TBT = 1
s (Fig. 3b) and = 0.65 s for LogNormal law with TS
= 10 Mbits and TBT =1 s (Fig. 3c).

The dependence of HUB utilization on the
transactions size and time between them for different
statistical distribution laws of the TBT parameter is
presented in Fig. 4. The general law (Const) of TS
parameter distribution is selected in Fig. 4. Here, as
in Figs. 2 and 3, data for the maximum possible
packet sizes are shown. The following features are
observed.
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Fig. 4. Dependencies of HUB AU on TS (RPAS link with
T3 bandwidth)

Hub utilization does not exceed =~ 20% for all
distributions with TBT = 1 s (Fig. 4 a, b, c).
Nevertheless, the maximal transaction size for
LogNormal law is ten times bigger than for Const and
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Exponential laws (Fig. 4c). The HUB utilization
increases (Fig. 4a, b, ¢) with the TBT parameter
decreasing and the maximal packet size decreases.
The TBT parameter is critical for the Const and
Exponential laws (Fig. 4a, b) with its decrease. This
means that if for TBT =1 sand TBT = 0.1 s the value
of the AU parameter is almost the same, but for
TBT = 0.01 s the HUB utilization is doubled for the
Exponential law (Fig. 4b) and reaches ~ 40%, and for
the Const law it reaches ~ 80%.

At the same time, a completely different behavior
is observed for the LogNormal law (Fig. 4c), where
the HUB utilization is = (17-20) % for all three TBT
intervals. Values of the maximal packet size at the
same time are significantly larger: 10 Mbits for
LogNormal law compared to 1 Mbits for Const and
Exponential laws.

Of particular relevance is understanding of packet
loss (Fig. 5a), transaction travel times (Fig. 5b) and
HUB utilization (Fig. 5¢) dependencies on the data
rate. The transaction with TS = 500 Kbits and
TBT =1 s with various statistical distribution laws
was studied as an example when obtaining the
presented dependencies, for which the following
features were established.
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Fig. 5. Dependencies on HUB-RPAS bandwidth
(TS=500 Kbits - Const, TBT=1s)

A channel with a data rate of less than 10 Mbps
results in the loss of more than half of all transmitted
packets (Fig. 5a). The smallest percentage of packet
loss is observed for the LogNormal law with
E3 = 34.368 Mbps and T3 = 44.736 Mbps bandwidth
(Fig. 5a). The transaction travel time decreases with
the transmission rate increase and turns out to be
almost the same (TT = 0.5 s) for all distributions at
T3 bandwidth (Fig. 5b).

For the date rate E1=2.048 Mbps the TT
parameter increases and can reach values = (1.0 - 1.5)
s. HUB utilization is less than 10% for E3 and T3
bandwidths for all distributions, but it is the smallest
for the LogNormal law (Fig. 5c¢). For T1 bandwidth
HUB utilization can reach =~ (70-75) % for Const and
Exponential laws, but it is less than = 30% for
LogNormal law.

The growth of traffic inevitably leads to an increase
in the number of bit errors, messages travel time and
HUB utilization respectively.

Fig. 6 demonstrates these processes using example
of transferring a transaction with TS = 1 Kbits (Const
law) and TBT =1 s for all considered earlier
statistical distributions. The BER value for channels
without additional error protection is 10-4-10-6, and
for fiber — 10-9. The value of the BER parameter 0.1
% corresponds to a value of 10-3, which indicates a
high intensity of bit errors. Nevertheless, the BER
value varied from zero to 0.7 % for analysis during
modeling.
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Fig. 6. Dependencies on HUB-RPAS BER (TS=1 Kbits -
Const, TBT=1 s, RPAS link with T3 bandwidth)

The dependencies character (Fig. 6a) of the TT
parameter on the BER is almost the same for all
statistical distributions up to BER = 0.6 %. Moreover,
the travel time does not exceed 1 s for values up to
BEP = 0.3 %. This allows to conclude that bit errors
do not critically affect the travel time for messages
with the selected parameters.

As can be seen from Fig. 6b, HUB utilization also
practically does not increase when transmitting
selected test messages up to BER = 0.3 %. The value
of BER = 0.7 % corresponds to a large number of bit
errors, which is observed for hard traffic. HUB
utilization increases and can reach = 12 % for the
Const law, = 14 % for Exponential law and =~ 5 % for
the LogNormal distribution law (Fig. 6b).

4. Conclusions

The Line of Sight data transmission model of the BS-
HUB-RPAS channel was designed using NetCracker
Professional 4.1, which is a powerful analytical
simulator for the structural-logical design and
performance  prediction of computer and
communication  networks.  The  quantitative
characteristics of the RPAS data traffic were obtained
for the first time. Such data are currently not available
in the literature.

First, the dependencies of the HUB dropped
packets (Fig. 2), the messages Travel Time (Fig. 3)
and the HUB Average Utilization (Fig. 4) on the
Transaction Size with different distribution laws for
the Time Between Transactions were analyzed. For
the data transmission under the specific studied
conditions it was observed that the largest possible
transaction size for the TBT = 0.01 s with the Const
and Exponential distribution laws was 10 Kbits, while
for the LogNormal distribution it was significantly
higher — 1 Mbit. The channel simply closed for larger
TS values. In general, the smaller the TBT parameter
was, the lower transaction size could be transmitted,
which was valid for all distributions. However, for the
LogNormal distribution the percentage of packet loss
was the lowest, and in contrast to the other two
distributions, packet loss for TBT = 0.1 s and TBT =
0.01 s turned out to be very close (Fig. 2¢). This could
be a favorable factor for transmitting sufficiently
large packets at small time intervals. The nature of the
TT parameter dependence on the TS for the TBT
parameter with Const law (Fig. 3a) differs from the
Exponential law (Fig. 3b) and the LogNormal law
(Fig. 3c¢) in the following way: for two latter laws the
travel time does not depend on the value of the TBT
parameter, but for Const law in Fig. 3a the travel time
differs significantly for values of 15, 0.1 s, and 0.01
s. The TBT parameter has appeared to be critical for
the Exponential and Const distribution laws with its
decrease in terms of HUB utilization (Fig. 4a, b),
which reaches = 40% and 80% for the Exponential
and Const laws correspondently. At the same time,
for the LogNormal law (Fig. 4c) the HUB utilization
did not exceed 20 % for all three TBT intervals.

Next, the dependencies of the HUB dropped
packets (Fig. 5a), the Travel Time (Fig. 5b) and the
HUB Average Utilization (Fig. 5¢) on the bandwidth
for different distribution laws for the Time Between
Transactions were obtained, where again the
LogNormal distribution law showed better
performance in comparison with two others.

In addition, the dependencies of the Travel Time
(Fig. 6a) and the HUB Average Utilization (Fig. 6b)
on the Bit Error Rate for different distribution laws
for the Time Between Transactions were investigated.
It was discovered that low Bit Error Rates do not
critically affect the travel time for all TBT
distribution laws. However, for the hard traffic, with
BER > 40 % use of LogNormal distribution law is
preferable, because it gives less percentage of HUB
average utilization.
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The importance of such numerical analysis lies in
the ability to set traffic parameters and observe the
resulting throughput, packet loss, the number of bit
errors and QoS in the channel under certain
transmission modes. This allows one to identify
critical cases when communication becomes
unreliable or is completely interrupted.
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Jlane mOCHiMKEHHS MPUCBSYECHE OTPUMAHHIO XapaKTePUCTHK Tpadiky KaHamy 3B'SI3Ky MK IHUCTAHIIHHO
MMUJIOTOBAHMUX JITATBLHUX armapaToM 1 0a30BOIO CTAHINEI0, MOJCNH SKOTO CTBOpEeHa B mpodeciitHoMy
nporpamHoMy 3ab0e3neuyenHi NetCracker. Bymu mnpoananizoBaHi 3aJeKHOCTI BTpaye€HHX IAKETiB, 4acy
MIPOXOKEHHS MOBIJOMIIEHHS 1 CepeJHHOTO BUKOPUCTAHHS KaHaly B 3aJIeKHOCTI BiJl po3Mipy TpaH3akIii,
MIPOITYCKHOI 37aTHOCTI KaHAIy i YacTOTH MOMMWIJIOK MO OiTaM Ui pPi3HHX 3aKOHIB PO3IMOAUTYy Yacy Mix
TpaH3aKI[isiMU. ByJo BiMiueHO, IO MPH MEHIIOMY Yaci MK TPaH3aKIiIMUA MOXE MEpPEIaBaTUCT MEHIIUN
pO3Mip TpaH3akKuii, MO0 BIpHO U1 YCiX pO3MOALNIB. Ane HaHHWKYMH BIICOTOK BTPaTH TMAKETIB
CIIOCTEPIracTbcs YISl JIOTHOPMANBHOTO posnoxainy. KpiMm Toro, Oymo BiamiueHO, IO Yac mepemadi
TIOBITOMJICHHSI HE 3aJIC)KUTh BiJl 3HAYCHHS MapaMeTpa «Jdac MiX TPaH3aKIisIMI» 3 €KCIOHCHINIATLHUM ab0
JorapuMiYHUM 3aKOHaMH PO3IO/LTY, IO HE € IPaBAOIO0 JJIsl KOHCTAHTHOTO 3aKOHY. 3aBaHTaXeHHs xaba He
nepesuiye =~ 20% s BCiX THMIB PO3NOIUTY 3 4acoM MDK Iepenadero TpaHsakuismu B 1 c. IIpore,
MaKCHMaJIbHUNA PO3MIp TpaH3aKIlii JJIS JIOTHOPMAIBHOTO 3aKOHY B JECATh pa3iB Oimblne, HIX JUIS 1HIIHX
3akoHIB. Yac mepenaui TpaH3akmii 3MEHINYEThCS 31 30UNBLICHHSM IMIBHIKOCTI Tepenadi i Ajs CMYTH
nponyckanaa T3 cknagae npubnausao 0,5 ¢ 11 BCIX pO3MISHYTHX THIIB po3noaiiiB. OnHak HalMeHIINH
BIICOTOK BTPaTH MAaKETiB 1 BUKOPHCTAaHHSA KaHAJy CIOCTEpIraeTbcs Uil JIOTHOPMAJbHOIO 3aKkoHy. Yac
repeaadi MOBIMOMIICHHST HE TEpeBHINye 1 ¢ T HU3BKWAX 3HAYCHHh YACTOTH MOMHUJIOK IO OiTam sl BCIX
PO3MOALTIB Yacy MK TpaH3akLisiMU. Takuil YMCENbHUH aHaji3 JO3BOJISIE HAM HAJAlITOBYBATH 1 3MIHIOBATH
napameTpu Tpagiky, CIOCTepirayu 3a pe3yabTaTaMy IpH 3alaHUX PEKUMax repeadi.

Kiro4oBi cjioBa: 1ucTaHIiiiHO MJIOTOBaHA TOBITPsHA CUCTEMa, KaHal 3B's3Ky, Tpadik IaHUX, IPOH, PO3MIp
TpaH3aKlii, 4ac MDK TpaH3aKLisIMHM, 4Yac Iepenadi, 4acToTa OITOBHX NOMMIIOK, MPOIYCKHA 3/AaTHICTB,
BIIKUHYTI ITAKETH, 3aKOH CTATUCTUIHOTO PO3IMOILTY
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JlaHHOE HccrieToBaHne TIOCBSIIEHO MOTYYCHUIO XapaKTePHCTHK TpaduKa KaHajla CBSI3H MEXKIy TUCTaHI[HOHHO
MWIOTUPYEMBIM JIETAaTENbHBIM ammapaToM # 0a30BOM CTaHLMEH, MOJAEIb KOTOPOTO CO3[aHa B
npodeccuoHanbHOM nporpaMmHoM obecnieueHnn NetCracker. bsumn mpoaHanu3upoBaHbl 3aBHCUMOCTH
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YTpa4eHHBIX TAKETOB, BPEMEHH MMPOXOKIACHNS COOOIIEHHUS U CPETHETO UCTIONh30BAHN KaHajla B 3aBUCUMOCTH
OT pa3Mepa TpaH3aKIHHU, MPOMYCKHOW CIIOCOOHOCTH KaHaja W YacTOTHI OMIMOOK MO OuTaM IJisi pa3iMyHbBIX
3aKOHOB PACHPEIECICHHUs] BPEMEHU MEXKIY TpaH3aKUUAMU. BbUIO 3aMeueHo, YTO HpU MEHbIIEM BpPEeMEHHU
MEXIY TpaH3aKUUSIMH MOXET IEpeAaBaTbCsl MEHBIIMA pa3Mep TpaH3aKIUM, YTO BEPHO Uil BCEX
pacnpeznencHuii. Ho caMblii HU3KHMI MPOILEHT IMOTEpU IMAKETOB HaOmomaercs s JIOTHOpMaabHOTO
pacnpeneneHus. Kpome Toro, ObUIO 3aMEUYEHO, YTO BpeMs Iepenadn cCOOOIIeHHs HE 3aBUCHT OT 3HAYCHUS
mapaMerpa «BpeMs MEXIy TPaH3aKIHUAMW» C JKCHOHEHIMATBFHBIM WM JIOTapU(PMHUYECKAM 3aKOHAMHU
pacmpezneneHus, 4TO He SBIIAETCS MPaBIOH s KOHCTAaHTHOTO 3aKOHA. 3arpy3ka xaba He mpesbimaeT =~ 20%
JUIS BCEX THUIIOB paclpefesieHHsl cO BpeMeHeM Mexay mnepenadeil TpaHzakuusmu B 1 c. Tem He MeHee,
MaKCHMAaJbHBII pa3Mep TpaH3akuuu i1 JIorHOpMambHOTO 3aKOHA B JECSTh pa3 OoJbIle, 4eM IS IPYTHX
3aKOHOB. Bpems mepenaum TpaH3aKLUMM YMEHBIIAETCS C YBEJIMYEHUEM CKOPOCTH IEPENayd U JJIs MOJO0CHI
nponyckanug T3 cocraBnser npumepHo 0,5 ¢ Ay BceX pacCMOTPEHHBIX THIIOB pacmpeneneHuil. OaHaxo
HAaUMEHBIIUH TPOICHT MOTEPH ITAKETOB W WCIIONB30BAaHUs KaHajda HaOmronmaercs i JlorHOpManbHOTO
3aKoHa. Bpems nmepenaun cooOmeHus He peBhImaeT | ¢ A HU3KUX 3HAYeHH YaCTOTHI OMIMOOK 1o OnuTam
JUISL BCEX paclpelereHui BPEMEHHU MEXIy TpaH3akuusMu. TakoW 4YMCIIEHHBIA aHajIu3 IO3BOJIAET HaM
HACTpauWBaTh W HM3MEHSTH NapaMeTphl Tpaduka, HaOmogas 3a pe3yiabTaTaMu IPH 33aJaHHBIX PEXHUMax
nepeaayu.
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