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Abstract

Purpose: The purpose of this article is to present the algorithm for calculating the path of two-stage hypersonic
unmanned aerial vehicle consisting of unmanned carrier aircraft and unmanned orbital aircraft. Methods: The article
describes a method of theory of discontinuous dynamical systems optimal control used to optimize the branching
trajectory of a two-stage hypersonic unmanned aerial vehicle. Results: The optimal values of phase coordinates and
controls at points of structural transformations of the branching path of a two-stage hypersonic unmanned aerial
vehicle are calculated. Discussion: The proposed algorithm allows to optimize the path of two-stage hypersonic
unmanned aerial vehicle in any section of the path, including the phase of separation and initial disengagement of
orbital stage from air launch aircrafi, taking into account the mutual influence of stages.
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1. Introduction

The development of space technologies for research,
applied and military purposes raised the issue of
reducing the costs of delivery of payload to near-
earth orbits. A promising solution of this problem is
utilization of multiuse two-stage hypersonic
unmanned aerial vehicles (2S&H UAVs) when the
structure wholly or partly is used many times [1 - 3].

The expediency of using the 2S&H UAVs is
evidenced by the results of flight tests and operation
of the orbital multiuse transport space systems:
"Space shuttle", "Buran" and "Spiral". The projects
of orbital and suborbital transport space systems
"MAKS", "Hotol", "Sanger", "Hermes", "XL-20",
"Hope", "Clipper" and others [1-5], are well-
grounded and developed. This article considers the
multiuse 2S&H UAVs of Air Launch type as
transport space systems.

2. Analysis of the research and publications

The efficiency of using the multiuse two-stage
hypersonic unmanned aerial vehicles will depend on
spatial coordinates and time instants when the

structural transformations occur, as well controlling
2S&H UAVs’s components as they move along the
path branches in time intervals between sequential
structural transformations.

The paths of such compound dynamic systems
(CDS) in the modern scientific literature have been
called «branching paths», knowing that they consist
of sections of joint movement of constituent parts
and segments of its individual movement to the
target along separate path branches.

The prototypes in theory of such systems are
systems considered in the publications [6-9].

The analysis of the above induced and other
works [10-17] allows us to conclude that today, the
theoretical developments obtained by the authors are
not developed in the applied plan to such a level that
they can be used to solve the problems of designing
the trajectory of motion of such systems in real
timescale.

Therefore, the scientific problem, related to
improvement and development of methods of
designing branching paths that would allow to solve
on a real time basis the tasks of CDS’ optimal paths
definition, is actual.
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3. Problem statement

Commercial launches of payload using 2S&H UAVs
based on the technology of launching of Air Launch
type require reliable launching with some previously
unpredictable change of weather conditions in the
launch area. Therefore, the actual problem is
operational optimization of the path of 2S&H UAYV,
consisting of the paths of air launch aircraft (ALA)
and orbital stage (OS) at the phase of their integral
movement in the so-called «bundle», the overall
optimization of ALA and OS paths during the
separation process and initial disengagement with
the subsequent arrival to the stated points of near-
earth space.

The algorithms for the operational correction of
2S&H UAV path should be programmed in the
computer of ALA on-board launch system and
should allow the operational correction of path in the
launch area and take this correction into account
when deciding to maneuver. Consideration of the
path of 2S&H UAV motion as branching one will
allow the best use of all its system and design
characteristics.

We will mean that the branching path is a path
consisting of sections of integral motion of 2S&H
UAV elements and sections of their individual
movement along separate branches of the path [5].

The algorithm of operational optimization task of
the branching path of 2S&H UAV consists of two
algorithms:

— first one is the algorithm for the analytical
justification of the optimal program for thrust
variation of 2S&H UAYV stages’ engines;

— second one — the algorithm for calculating the
optimal program for angle of attack variation, phase
coordinates and time of separation of 2S&H UAV
stages, which uses the sequential approximation
procedure to the optimal solution with the help of
suboptimal solutions for the reduced models of
2S&H UAV stages dynamics.

4. Problem Solution

4.1. Algorithm 1.
Analytical justification of optimal program for

thrust variation of 2S&H UAYV stages’ engines P
The constraint is applied on the thrust of the engines

of the first and second stages of the 2S&H UAV,
which were named ALA and OS

Xy <P<ZP, .., €))
cosa

where P - thrust of 2S&H UAV stages power plant,
X, - drag, a- angle of attack, B, = Py (A M)
=P . (h) for OS

liquid rocket engine, X; = X, +mg(r,o.)sin0, 6 —

for ALA ramjet engine and £,

path angle, o, — angular velocity of rotation of the
Earth, r=R_+h (R —standard radius of the Earth,

h — geometric height), M — Mach number. This
means that the boundary value of thrust admitted
region is a function of phase coordinates and
control.

In order to probably apply the minimum principle
in the form [5] with additions and changes in the
auxiliary and alternative variants, suppose that

0<P<P. | 2)
where P, =const>P,, (h,M) — ALA for ramjet

engine and P, =const>P_ (h) — for OS liquid
rocket engine.

Then, using the Lagrange multiplier rule [6-9],
we write the expression, common for all segments of
the motion of the 2S&H UAV stages, for the
extended Hamiltonian

H=H,,, +P-H 3)

x>

where
H,.,=b- \I/mel [Xa +mg(r,00)sin 6] +

2
+yo(m yy'! Y, —mg(r,oc)cosO+2mVw+ mV—COSG +
r

. t X*
+\V”Vsme+\v7»Kcose—\lfmf—ﬂp(l)Pmax+nX( ) )
r cosa

H(i’:w = \|/Vm_l coso+ \ye(mV)_l sina+np(t) =My (2),

Hi{f,w — switching function; bIbB(B:1’11,12) _

weighting factor of the criterion, substituted
depending on the Hamiltonian's belonging to the
corresponding section of the branching path; (0-1)
— section of the path of ALA+OS common
motion,

(1-12) — section of ALA motion path, (1-11) —part
of OS motion path, A — longitude, mp(¢)=0,

nX(t)20> nP(t)(P_Pmax)zo’ M_PZO’
cosa

t€lty,t,] for 0-1 section, ¢ €[t,t,] for 1-1i (i=1,
2) section of 2S&H UAYV branching path; v, , y,,
V,, W, V¥, — conjugate variables corresponding to

phase coordinates V', 0, h, A, m.
It follows from expression (3) that Hamiltonian
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H depend on thrust linearly. This means that the
condition minimizing the Hamiltonian along
control vector component — thrust in the region of
the control space (2), constrained by (1), will be

HY <0 and P=P,, or

satisfied only when H’ ,

*

X,
HY >0 and P=—"“
o cosa

Based on physical
HY” >0

o, X,y

with

meaning of the task,
flight
speed

condition and consequent

requirement constant

dv Pcoso—X .
dt m
restriction to ALA movement immediately after OS
separation.
Thus, we consider that the optimal control for

=0 can occur only under the

thrust P for all sections of the path is chosen and
equal to Py j5; for sections 0-1 and 1-12 of the

2S&H UAV stages (i.e. ALA+OS fe€[ty,4] and
ALA te[t,t,]), and is equal to Pgp; for section

1-11 OS movement ¢ e[f,4;]. What remains is to

find the optimal law of angle of attack variation in
further calculations.

4.2. Algorithm 2

The algorithm for calculating optimal program
for angle of attack variation, phase coordinates
and time of separation of 2S&H UAYV stages.

Algorithm for optimizing the program for variation
the angle of attack of 2S&H UAV stages along
sections of the path and parameters of the separation
point realizes the necessary optimality conditions for
each of five variants of the problem [6]. Search for
the optimal path of 2S&H UAYV stages is performed
by method of successive approximations from
optimal 2S&H UAV branching path, obtained for
the simplest reduced model of the dynamics of
2S&H UAV stages motion, to the optimal 2S&H
UAYV branching path for the original model. In this
case, as a first approximation for the simplest model
with energy approximation, the linear control law,
which is the velocity in the longitude function, is
considered, and for subsequent more complex
models, the results of optimizing the phase
coordinates and controls obtained for the previous
model are used as the first approximation.

4.3. Reduction of dynamics models of 2S&H UAV
stages motion

We use the method described in [1] for the transition
to models of lower order. All models will be

described according to the following order: the
equation of dynamics of 2S&H UAV stages motion,
state vector, control vector, boundary points,
constraints, functional.

4.3.1. Model with five dependent variables

The equations of dynamics 2S&H UAV stages
motion repeats the equations used in [2, 4] with

difference P=P:
V:m‘l[f’cosa—Xa —mg(r,coc)sine], 4)

Psino+ Y, —mg(r,oc)cosh+

0=(mr)! 2 G
+2mV0)C+ m—-cos0
r

h=Vsin®, (6)

X:Kcose, (7
r

m=—f, (®)

where f — rate of mass flow.

State vector: x={V,0,h,\, m}T.

Control vector: u ={a}.

Boundary points:

tp=0, V,=1359,167m/s, 0,=0, h =28-10°m,
A =0, m=294-10° kg, t,=var, V,=var, 0 —
any, h =var, any,
V,, =7843,040m/s, 0,,— any, /A, =100-10°m,
A — any, my,— any, t,=var, V}, =3665,824m/s,

A— any, m— t,; = var,

Constraint:

Iy ()= hyp () 2 A()

Functional:

te[t,h,]. ©

4 i ip)
I=by [ dt+by, [ dtby, [ dt.

fo f f

4.3.2. Model with four dependent variables

(10)

In this and following models, longitude is used to
replace time as an independent variable.
The equations of dynamics 2S&H UAV stages

motion:

V' :%/ :(chose’l)r[lA’cosa—Xu —mg(r,mc)sinﬂ] (11)
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Psina+ Y, —mg(r,oc)cosO+

9’=d—9:(mV2cos9)’]r 2 ,(12)
d +2mVwc+m—cos0
r
dh
h =—=rtgb, 13
Y g6 (13)
dm -1
m=—=—f-r(V-cos0) . 14
Y Sor( ) (14)
State vector: x={V,0, A, m}T.
Control vector: u ={a}.
Boundary points:
A (ty) =0, ¥, =1359,167 m/s , 6, =0,
B =2810°m,  m =294-10° kg, X (4)=var,

V,=var, 0,—any, h =var, m;—any, A (¢,)= var,
V,, =7843,040 m/s, 0, —any, h, =100-10° m,

any, h,=45-10° m, m,—any.
Constraint:

(W) —hp (M) 2 A*O\) Lelh,p],  (15)

where
2,239-10* (A =4))% A, SA <A, +1,268-107;
A"(\)=14229,777-1n[2635,605(L — 1) +1],

A +1,268-107 <A< Ay
Functional:
M M
I=b J. (¥ cos8,) " dh+hy, I iy (Vry cosBy;) ™ dh+

(16)

M2
by _[ ria (V5. c050;,) ™ dh.
M

4.3.3. Model with three dependent variables

This model is obtained as a result of simplifying
model (11) - (14) by eliminating the differential
equation of mass variation. To simplify the
calculation, the weight is considered as a linear
function of longitude:
m(X) = my —"m(r—Xp), 17)
my =294-10°kg, 'm = 6,35-10°kg/rad,
B = 0—for section 0—1 (ALA+OS); m, =284-10°kg,
'm=3,47-10°kg/rad, B =1-for section 1-12 (ALA);
my=91-10°kg, m=4,13-10°kg/rad, B =1-for
section 1-11 (OS). To calculate 'm along the

sections of the path, calculation method [2] was
used.

where

The dynamics of the motion of 2S&H UAV
stages is described by equations (11) - (13). The
state vector, control vector, boundary points,
constraint and functional have the same forms as
ones in the four-dimensional model.

4.3.4. Model with two dependent variables

This model arises from further simplification of
model 3. Consider that Pcosa = Pcosa,y, and the
dynamics of change of path slope mainly depends on
thrust component Psina:

10 5 A
t——(m!*‘cosH) Ly Psina =0 .

(18)
dh
Condition (18) implies the relation
2
Y, zmg(r,coc)cose—ZmVa)C—mV—cose, (19)
r

which means that the lifting force approximately
compensates the projection of difference between
the weight force and centrifugal force of weight and
the centrifugal force on the normal to path.

Equations of the dynamics of the stages motion
are:

V' =[mOW cos®] " (Rg+ h)r costyy — Xy~ }
-mg(Rc+h,0)sinb
W =(R+h)tgb,
where X, — calculation results for ALA+OS and OS
near the optimum angle of attack a; ;.
State vector: x ={V/, h}T )

Control vector: u ={6}.

Boundary points:
A (1)) =0, V, =1359,167 m/s 0,=0,

h = 28-10° m, A () = var, hy = var,
Mo (t,) = var, V;, =7843,040 m/s, b, =100-10° m,

Mo(ty) = var, V,, =3665,824m/s, h,=45-10° m.
The constraint and functional have form of (15) and

(16).
4.3.5. Model with one dependent variable

V| = var,

The last model under study is a model with energy
approximation. In this approximation, only specific
energy E is studied as a variable
E 1oa
% =[m)] '(Peosayy — X )(Ro+28:10%).

State vector: x ={E}.

Control vector: u = {V}
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Vi
2.

The criterion is described by expression (16),
provided that 1 =7, =7, = R+ 28-10°,

, _ Vo
Constraint: g; 11 (£ —%) = glz1 (Epp —

5. Program structure and calculation results

The calculation program consists of five self-
contained computational units according to number
of models of the dynamics of 2S&H UAV stages

A A _ A = — N

motion [5]. The calculation starts by simplest model
with one dependent variable, then the result is
passed to the model with two dependent variables
for application as a first approximation and so forth
finally to the model with five dependent variables.

The results of calculations of the optimal
branching path of 2S&H UAV motion taking into
account fulfillment of all optimality conditions [4]
are shown in Fig. 1-4.

Hym WV, M| m, 5 A
km/s T "xk (?eg’
34 +— 1.9+6.4-294+ 175+ 6

S>

xk

/
N %

32 4 1745612901 154 4 G
m

30 + 1.5+4.8+286+ 125+ 2 EO

|

{ =46.669s |

I

1 12lanlogrl 1 o0 \ [
28 - 1314012820 10 510 20 3020 F-fus

Fig. 1. Graphs of optimal phase coordinates for section 0-1 of the branching path
(ALA+OS flight, £, =0s)
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I
Hg i, -7 =63.164s |
| |
1 1lgl 15 L 0 |
30— 2 ~6718272.0 10 20 30 40 50 60 1-7,s

Fig. 2. Graphs of optimal phase coordinates for section 1-12 of the branching path
(ALA flight, ¢, =46.669s)
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Fig. 3. Graphs of optimal phase coordinates for section 1-11 of the branching path
(OS flight, 0 <¢-£, <100, t, =46.669s )
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Fig. 4. Graphs of optimal phase coordinates for section 1-11 of the branching path
(OS flight, 100 s<t-7,< 4, -1, 4, =46.669s)

6. Conclusions

This article describes the algorithm of branching
path optimization to calculate the reference path of
two-stage hypersonic unmanned aerial vehicle.

The proposed algorithm uses theoretical grounds
basic for implementing the system approach in
constructing the procedure for arranging the stages
of multiuse multi-stage hypersonic unmanned aerial
vehicles, as well as integrating the structural
fuselage characteristics and combined power plant.

The proposed algorithm can be used for both
preliminary and operational calculations of the
branching path of multi-stage hypersonic unmanned
aerial vehicle stages.
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OnTuMH3anus TPAeKTOPHUH A3POKOCMHMYECKOI cucTeMbl B pealbHOM BpeMeHH

' HanmonanbHblii Texauueckuil yuusepcuter Ykpaunsl "KueBckuii monuTexHudeckuii MHCTHTYT MMEHH
Uropst Cukopckoro", np. [To6ensr, 37, Kues, Ykpauna, 03056

? HarmoHabHBIH aBHAIMOHHKII YHUBEpCUTET, mpocil. Jlro6omupa 'ysapa, 1, Kues, Ykpauna, 03680
E-mails: 'lysenko.a.i.1952@gmail.com; “tachinina5@gmail.com

Hean: Ilenpro naHHONW CTaTbU SIBISIETCS UW3JIOKEHHME alrOpPUTMa pacuera TPAeKTOPUU JABWXKCHHUS
JBYXCTYIIEHUATOI'0 HIIEP3BYKOBOI'O OECIUIIOTHOrO JIETATENBHOrO alapara, COCTOSIIEro U3 OeCIIMIOTHOIO
caMoJIeTa-HOCUTENs. U OecHMIOTHOro opOHuTanbHOro camosiera. Meroabl: B cratbe paccMorpeH Meron
TEOPUH ONTUMAIBHOTO YIPABIEHHS Pa3phIBHBIMU TUHAMHUYECKUMHU CHCTEMaMH, KOTOPBIA MPUMEHSJICS I
ONTHUMH3AIMU BETBALICHCS TPAaEKTOPHU JIBUKEHHS JBYXCTYIEHYATOTO THUIEP3BYKOBOTO OECHHIOTHOTO
neraTeNnbHOro anmapara. Pesyabratel: PaccunTanbl onTuMalibHble 3HadeHHS (a30BBIX KOOPJAMHAT U
YOpaBieHWH B  TOYKAX CTPYKTYpHBIX  IPEOOpa3OBaHU  BETBAMICHCS  TPAeKTOPHH  JBYOKEHHS
JBYXCTYIIEHUATOI'O TUIIEP3BYKOBOr0 OECIMIIOTHOIO JieTaTenbHOro annapata. QOocyxnenne: IlpeioxeHHbIi
QITOPUTM TIO3BOJISIET ONTHUMHU3UPOBATH TPACKTOPHUIO MABIDKEHHS JBYXCTYIEHYATOrO THUIIEP3BYKOBOTO
OecHMJIOTHOIO JIETAaTEeNbHOIO allapara Ha Jr00OM y4acTKE TPaeKTOpUH, BKIIIOYAs 3Tallbl pas3lielieHus U
Ha4yaJbHOTO pa3BEIEHHUS OpPOWTATBHON CTYNEHH U CaMOJIETa-HOCHTENS, C y4eTOM B3aWMHOTO BIIMSHUS
CTYIICHEH.

KiioueBble cJI0Ba: a’pOKOCMHYECKash CHUCTEMa; BETBAIIASCS TPAEKTOPHS; ONTHMAaIbHOE YIpPaBIEHUE;
JIBYXCTYIEHYATHIN OCCIIMIIOTHBIN JICTaTEILHBIN ammapaT
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