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In the paper a new approach for estimating of the spoken language sound multivariate probability density is
suggested. It is based on the use of a projection of a random process to the set of random variables, with the
probability density defined as a product of two-dimensional densities. The estimates of two-dimensional
probability densities are obtained with the help of filtering of the two-dimensional empirical characteristic
function. Therefore, we are suggesting a nonparametric estimate of the characteristic function. On the basis of
these estimates nonparametric algorithms of sound classification are constructed. Examples for the sound
probability density function estimates are suggested.

3anpononosano Hoeuil nioxio 0o oyiHKU 0a2amMOBUMIPHOT WinbHOCMI UMOGIPHOCMI 38YKi8 YCHOI MOS8,
3ACHOBAHUL HA BUKOPUCMAHHI NPOEKYii 8UNAOK08020 NPoyecy HA MHONCUHY BUNAOKOBUX 8eUYUH i3 WINbHICTNIO
PO3ROOINY UMOBIPHOCHEH, GUSHAYEHUX 5K O000YMOK 0808UMIpHUX winbHocmel. Oyinku 0808UMIPHUX
winbHoCmel IMOGIPHOCHI OMPUMAHO 3a OONOMO20I0 (PLIbmpayii 080BUMIPHOT eMRIPUYHOT XAPAKMepucmu4Hol
@yuryii. Ha niocmasi nenapamempuunol OyiHKu O0808UMIDHOI XAPAKmMepucmudHol QyHKyii CuHme308ano
Henapamempuuni aneopummu Kiacugixayii 36ykie. Hasedeno npukiadu oyiHOK winbHOCMI UMOBIPHOCMI

36YKOBUX CUSHATIB, OMPUMARUX 3d NPONOHOBAHOIO Memoouxoro.

Introduction

It is very important for a spoken language sound
recognition to describe a spoken language signal
using the most precise and accurate method.

If we consider that a sound signal can be defined as
some stochastic process, the fullest description can
be obtained in the form of multivariate density
function.

Analysis of studies and publications

Using this
problems.
Measurement of a multivariate probability density
always was very difficult problem and up to quite a
recent time because of complexity of a practical
application was not used in a spoken language
recognition.

Moreover in  mathematical statistics  good
nonparametric methods of estimating multivariate
probability densities have not been developed. The
method of multivariate histogram calculation is
rather rough and inexact.

Appearance of fast and compact signal processors
and kernel methods of estimating of a probability
density allows us to find a comprehensible solution
of this task now [1].

However, even now this problem is rather difficult.

approach we can solve different

Problem statement

That is why it is very interesting to suggest new
signal models, which simplify this task.

We suggest using a projection of a random process
to some simplified model of a multivariate
probability density function, which allows us to
present the multivariate density function as a product
of two-dimensional densities.

For estimating two-dimensional densities, the
method of building the kernel estimate of a
characteristic function is suggested.

The results of the work are nonparametric estimates
of multidimensional probability density and
characteristic function.

These estimates can be used for synthesis of
nonparametric  sound signal detection and
recognition algorithms.

The signal model

In the general view, the sound signal can be
represented as a random process.

This process is defined in N points of time by the
N — dimensional probability density function

S = fo(x ) 10 [x,)e Sy oy [ Xy xy )

This presentation has extreme inconvenience, which
reduces its practical application.
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We suggest using a projection of a density f(X) to

the set of random variables, defined by a probability
density

N
SX)= fl(xl)gfz(xi | x;)

This projection defines a multivariate probability
density as product of two-dimensional probability
densities

f2('xl9xl
J)=A( 1)111 00

If we formally suppose that

So(xp,x) = flz(xl) ,

we can obtain more simple expression

N (x,x)
Jx) = H )

The characterlstlc function of this density is defined
by the expression

Oy (V,Vs,.sVy) =

- J FOOLTE £ )6 d,Jo™ i, =

i=2 —xo

— Tﬁ J' fz(xlaxl) lvxdx] lleldxl

Cwi=l 1(xp)
N

= H®2(V1,Vi) .
i=1

The kernel estimate of the probability density
function based
on two-dimensional characteristic function

For the purpose of a signal detection and
classification we suggest kernel estimate of the
probability density, described in [2]. Also the
estimate of two-dimensional probability densities,
based on the estimate of the characteristic function
[3] can be used (fig.1).
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Fig. 1. A kernel estimate of two-dimensional
characteristic function for the sound “A”

All units of measurement in fig. 1 are obtained with
the help of Fourier transform of the probability
density. In this case we can construct two-
dimensional empirical probability density function

S x) = 25(x1 X1 ) 8(; =X ) 5

and two—dlmenswnal empirical  characteristic
function

O (v,v)=

1 S (VX +v;x,
- .[ I M= Zs(xl —xy;) O(x; — ,k)ej( R ’)dxldxi =

:if“e (V1x1k+"zxxk) (1)
M =

where j is an imaginary unit;

M is the sample size.

The smoothed estimate of the characteristic function
can be obtained by multiplication of the empirical
characteristic function by the Fourier transform of
the kernel

(:)(vi’vl):@w (Vi’vl)®*(viavl) s (2)
where O, (v,,v,) is a characteristic function (a

kernel of an estimate),
probability density w () :

corresponding to some

00 00
®, v,v)= [ [wlx,x)e’ " dxdyx, ,

—00 —00
* . oo . . .
® (v,,v) is an empirical characteristic function of

an estimated statistics.

Use of the characteristic function allows us
application of the fast algorithm of convolution
calculation with the help of the fast Fourier
transform.

The estimate of two-dimensional density is obtained
with the help of inverse Fourier transform

fz(xi,x1) (21)2 J~ I@(vl’vl)eﬁ(\/x +v1xl)dv dvl (3)
These estimates for different differences of time are
presented in fig. 2, 3, 4.

The estimates are obtained with the help of
processing of the acoustic signal for different spoken
language sounds.

We can simply prove that this estimate is identically
equal to the kernel estimate of a two-dimensional
density function

A M
fz(xiaxl):ZKk(xiaxl)a
k=1
where
1
Ky (x;5x;) zﬁw(xi =X ) (0 —xy)

is the kernel of the kernel estimate.
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Fig 2. A kernel estimate of the two-dimensional
probability density function of the sound “A”,
horizontal axes represent voltage (ADC digits), the
vertical axis represents probability density
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Fig. 3. A kernel estimate of the two-dimensional
probability density function of the sound “A”
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Fig. 4. A kernel estimate of two-dimensional probability density function of the sound signal “U” for two
signal values at two moments of time with the interval between them of 0 ms (a), 0,417 ms (), 0,833 ms

(c), 83,3 ms (d) (a view from the top)
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The kernel estimate of the probability density function
can be obtained with the help of the expression
AN
S (X, %0,.0xy) =
A A
e ) ()
= f [ [ =T L2
=N f (x,)
or using the estimate of characteristic function we
can obtain another variant of the expression with the

help of inverse Fourier transform
1 V; X; +ViX,
LT 100 i,

F(xp,e.0xy)= 0

All expressions can be calculated with the help of
the fast Fourier transform (FFT) algorithm. The use
of FFT increases the speed of signal processing.

The final expression for multidimensional density is
following

0 © N

—oo—oo i=1

A A N P .
700 = £ G 2%

= S1(x)

where f(x;) is obtained with a similar method.

4)

Substituting into the estimate of the projection of
multivariate density (4) the two-dimensional
empirical characteristic function (1), the smoothed
estimate of the two-dimensional characteristic
function (2) and the Fourier transform of this
characteristic function (3) the new expression for the
estimate of the probability density function (4) is
obtained

f() HMkl(z)

x e_jvi(xl sz)e—m(xl xlk)dvidvl )

O, (;,v)x

(5
Detection and classification algorithms

Using expression (5) as an estimate of the likelihood
function we can design a criterion for multiple
decisions using method of the maximum of the
likelihood function estimate.

Let us suppose that we have » training samples, with
the help of which we can build #n estimates of the
probability density function, corresponding to these
estimates. We can obtain the decision rule
substituting the data from the signal region, which
we want to recognize, into our n estimates and
choosing the maximum among them.

This maximum corresponds to our decision.

Also we can construct ordinary classical signal
detection algorithm, using Neumann-Pearson
criterion, likelihood ratio and threshold, with which
we can compare our decision rule, which can be
obtained by substituting of expression (5) instead of
likelihood function into the likelihood ratio.

The decision function must be compared with a
threshold value.

Some nonparametric
suggested in [3].
Experiment

The experimental measurements of the multivariate
density function were done with help of an ordinary
personal computer with the sound card and a
microphone. The signal from a microphone is
transformed into a digital signal by an analog-to-
digital converter (ADC) of the sound card and then
processed by the computer. The example of the
sound signal is presented in fig. 5.

invariant algorithms are
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Fig. 5. The sound signal “A”
Conclusions

New nonparametric estimates of the probability
density function are suggested and tested in our
paper. Our approach allows us to represent estimate

of multidimensional density and characteristic
functions as a product of two-dimensional
probability density function estimates. These

estimates can be used for the sound signal detection
and recognition. The detection and recognition
algorithms are suggested. Real spoken language
sound signals are processed and estimates of
probability density for these signals are presented.
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