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A series ofwidely used methods ofspeech signals compression is considered. The new methods such
as the logarithmic delta-modulation, the algorithms of compression with the application offast
Fourier transformation at a binary partition ofa signalfragment, the signal compression in the basis
of eigenfunctions of a correlation operator are offered. The comparative analysis of algorithms

effectiveness by the relative standard error criterion is carried out.

Introduction

The compression of sound signals is widely used
in modem engineering.

It is often applied in data transmission systems
with limited channel capacity.

Therefore, the estimation criterion to be put for
these systems is the compression coefficient at given
limits of the compressed signal from the pre-image.

The compression of sound signals allows:

- to reduce the word length of an entering
discrete signal representation;

- to reduce a band of the signal transmission
channel.

The so-called delta-modulation methods are
widely spread. The impact analysis of the model
dynamics allows representing a signal as a sequence
of increments with a rather small dynamic range and
essentially reducing the word length of data repre-
sentation

In this paper the comparative analysis of
me-thods of sound sequence decomposition by the
Fourier function, the basis of the discrete cosine
transformation and some other bases are carried out.
The algorithm of realization of these methods with
the use of the recursave approach is also presented.
To estimate of the quality, the criterion of the standard
error of difference of a restored signal from a pre-image
is applied.

Delta-modulation

Let an entering sequence X,, | = 0,1.... be construc-
ted from r-digit values. The principal stage during
the coding is to evaluate the difference between the
previous and current values of the signal and to re-
duce of the word length up to s, s <r . As a rule the
dynamic range of the entering sequence and restored
sequences y,, i = 0,1.... are equal. It is the principal
advantage of these methods.

The delta-modulation
operations:

includes the following

1) \=X\>

2) h =— Kh;
3H '"‘”H 0 sige@4-Y,);
4) if log2|b;|>5,

then bt = 2ssign(xM -y ,);

5 ytu1=T, +
for all i. t

Here square brackets mean the operation of
taking the whole part. Khe (0,1) is atransmission

factor of a dynamic range. It is easy to notice, that
after realization of the fourth pitch of algorithm, the

values will belong to a range- (2s).. + (2'), hence
they will have word length 5+ 1.
r
Thus compression by ------ times is achieved.
S +1
These transformations allow to compress the

sound sequence by 2-3 times without essential loss
of quality.

Logarithmic delta-modulation

In case of logarithmic delta-modulation the dif-
ference between next and current r-digit elements is
taken by logarithm with base h. The obtained out-
come has word length s and it is kept in output se-

quenceb,:
DT) =~*i;
2)h =\

3)b = [[log*h+i -*Ye Isign(x,+i -y f,
[0, else;
4) if 10g2|6,-|>J,

then b{=2*sign{xM _ , 1)

5 Yym = *
for all /.
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These transformations allow to compress the
sound sequence by 3-5 times without essential loss
of quality (fig. 1).

Fig. 1. Dependence of a standard error versus
compression factor for usual (7) and logarithmic
(2) delta-modulation

The word length of a pre-image is 16 bit, the cod-
ing was carried out bv 4-digit values, Kh = 1
(fig. 2).

The factor of compression is 4.

Fig. 2. Result of a sequence processing by the loga-
rithmic delta-modulation method:
a - pre-image; b - result of restoration (standard error 10%6)

Method of the recursive binary decomposition
by orthogonal functions

To reach higher degree of compression the
methods of decomposition by the with defined basis
functions are used.

It is such methods as Fourier transformation,
cosine transformation, transformation with eigenvec-
tors of a correlation matrix of an entering sequence.

The procedure of the recursive binary decompo-
sition of values sequence of a signal X (t) is as
follows.

The entering sequence X (t), t = 0... AM is
divided into fragments of the equal duration. The
procedure of binary decomposition for each of these
fragments can be conventionally divided into some
levels (fig. 3).

At a zero level the set M (M < =2P ) of
orthonormalized functions

N0 = [/00>">/0oM-I1]

BicHUKHAY. 2003. Ne2

is fixed and the standard procedure of decomposition
is fulfilled, that is for each function

[« (0O "o
the weight factor hok,k =0...M -1 of this function
in a current fragment is calculated. As the system of
functions FO is incomplete, the fragment of 2P

elements is divided into the weighted sum M of

functions
M-1
*(0= S*ot/o0*(O+ AQO,
(0= Srot/o"0+AQ

t=0..2P-1
and the difference AOQ(t).

At the first level, the partition of the fragment of
the difference AQ(t) on two parts is carried out:

ADtOTE(0,271):

A02(i),te(2",2p-1).

The basis functions FO are modified in

FIk,
k = 0,1 in such a manner that

22f0j(2t), te (0,2 - 1y
R |

/,(0 =
2i1f0i{2(t-2p-i)),te(2p-\2p -1),

k=01.

Each ofthe fragments of the zero level difference
A(t),k =1,2 is decomposed by the basis functions
FIk, k=01 and for each of them the fragments of

the difference of the first level A*i(/), k=01 are

calculated.

In this paper the application ofthe criterion of the
relative standard error of signal restoration is
offered:

[0,21 -1]

Fig. 3. Scheme of binary decomposition
process of sound sequence
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£ (x(k)~ x'(K)f

where x(k) - the original signal; x'(k) - the restored one.

Further, each of these fragments is divided into
two fragments according to the principle of detour of
a binary tree in the depth and the operations
described above, they are fulfilled recursively, till
the variance of the difference calculated at a defined
level, reaches the small enough predetermined
magnitude.

This process visually represented on fig. 3.

Thus, if at a subsequent stage of expansion the
restored signal (on a relative standard error) is, say,
10% less than the pre-image one, the process of de-
composition tends to stop.

In fig. 4 the stages of decomposition by the basis
functions are schematically represented.

In fig. 5 the results of the comparative analysis of
decomposition of a sequence of a speech signal by
five various bases are shown:

- Daubechies functions of 4th and 10th orders [4];

- basis of Fourier (FFT), basis of cosine trans-
formation (DCT);

- basis constructed by the eigenvectors of the
correlation matrix of the entering sequence
(BaseFunc) [5].

Windowsize equals 512 samples.

Fourier transformation (FFT) is calculated by
following expression:

Fo = [sin( wOr),.., sin ((«,/2 - Lwo/),

cos( Wor),..., cos (0» 0/2 - 1K O I;

F, = [sin( w,N,.., sin ((«!,/2 - Dw,r),
cos( W,r),.., cos ((m,/2 - Dw,n];

Dw jt),
Dw.nNl;

Fi=1[sin( ws in ((oT1,/2
cos( wit),..., cos ((oT,/2

mi=Xy’w’”=2 wol
Cosine transformation (DCT) is calculated by
fonnula:

— 2t + X)ka
c0= 1/n£)T0,n 2/0T0 cos fot+x)
2010 J
L r- M0 2iy2r+ i
F= — COS---=-c-=-22em-
yW T

t=0, t=1,..,1002N - |.
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Fig. 4. Stages of speech signal fragment decomposi-
tion by the basis functions:

a- original signal; b - zero level FQ, standard error 50 %;
c - first level F\, standard error 37 %; d - second level F2
standard error 31 %; e - third level F3 standard error 21 %
/ - fourth level F4 standard error 11%
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Fig. 5. Dependence of the relative standard error
on the compression factor:

1- Daubechies 4th order, 2 - Daubechies 10th order,
3- FFT; 4- DCT; 5- BaseFunc

Conclutions

The method of logarithmic delta-modulation
allows to contract a sound sequence by 4 times.

Thus, it has high efficiency and can be realized
by hardware.

The method of binary decomposition of an initial
sequence in harmonic base of Fourier or in base of
cosine transformation gives the best outcomes.

The 10 times compression calls no more than
40 % of an error by criterion RMS. This method
ensures a little bit best outcomes, than wavelet-

K.l. MpokoneHko
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transformation using Daubechies functions of 4th
and 10th orders.

The best outcomes are ensured with the use of
transformation with eigenvectors of an entering
speech sequence (BaseFunc) correlation matrix.
However these algorithms require the large
computing expenditures.
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MeToAN CTUCHEHHA 3BYKOBUX CUTHANIB i aHani3 ix e(yeKTUBHOCTI

PO3rnsHyTO LWIMPOKOBUKOPUCTOBYBaHI METOAM CTUCHEHHS 3BYKOBWMX CUrHaniB. 3anponoHOBaHO HOBI Me-
TOAM, 30KpeMa, norapudmiyHa genbTa-MoLyNALif, anropuTM CTUCHEHHS 3 3aCTOCYBaHHAM LUBUAKOrO nepe-
TBOPeHHs Pyp’e Npu GiHapHOMY pPO36UTTI (hparmMeHTy curHany. MpoBeAeHO NOPIBHAMbHWIA aHani3 eeKTnB-
HOCTi anropuTMiB 3a KpUTepPieM BiHOCHOT cepeiHbOKBAAPATUUHOT MOXUBKN.

K.W. MpokoneHko

MeTopabl cxatus 3BYKOBbIX CUTHaNOB N aHan3 nx S(bQJeKTVIBHOCTVI
PaCCMOTpeHbI LLNPOKONCNO/b3yeMble MeTOAbl CXaTuA 3BYKOBbIX CUTHaNoB. I'Ipe,qno>KeHb| HOBblEe METO-

4bl, B YaCTHOCTW, forapudmMuueckas AenbTa-MoAyNaLUs U anropuTM CXaTWus C MpUMeHeHneM GbICTPOro
npeo6paszoBaHus ®ypbe npu 6GMHAPHOM pasbueHun GparmeHTa curHana. NpoBedeH CPaBHUTENbHbIN aHaIn3
3(P(HEKTMBHOCTM aNropuTMOB MO KPUTEPUIO OTHOCMTENBHOI CPefHEKBaAPaTUYECKOW NOrPELLUHOCTM.



