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The method of analytical design of the two-level optimal control algorithm is considered here together with
using of the functional of the work generalized. The method offered may be used not only at the stage of
preliminary synthesis of branching trajectories but for operative trajectories optimization of compound dynamic
systems as well. The method of two-level tasks solution considered here may be extended to other objects of

control.

Introduction

The methods of branching trajectories movement
optimization of compound aerospace system require
lots of essential computing resources for their
realization as stated in [1].

Being offered in A.A. Krasovsky’s work [2—4] and
then advanced in the works by V.N. Bukov [5],
V.S. Shendrick [6; 7] and others, the method of
analytical design of control algorithms with using of
the generalized functional work is much easier in
computing relations that allows to use it not only at
the stage of preliminary synthesis of branching
trajectories but trajectories optimization of
compound dynamic systems with the help of on
board computers during normal system functioning.

Task setting

Task of automatic control considered below, wile be
referred to as two-level one. The essence of this task
is in the following. There is a dynamic system:

X =f(x,u,wy, 1), )

where x e E",ue E™v,w; e E™, “u” and “w” are the

vector controls that are to be transferred from the
variety

(x(ty),ty) €Qq
to the variety
(x(t;),tr) €Qy,
so that to minimize the criterion

te
I=S(x(t;),t;)+ | L(x,u, W, w,, t)dt — min, )

u()

to
where w, is in general case the matrix control
functions of “mp xm,™ size, provided that
w, =w,(X,0,t), w,=w,(X,0,t) are the known
functions of tine and optimum values of phase
coordinates and control, that is:

F= 10t ) o Xt O KON, ey B

The main idea

The task put will be referent to as the first level task.
Its solution by the method based on the principle of
minimum gives the equations [8—10]:

oH/ou| =0; 4)
).+ 0H/0x| =0; )
x = f(X,0,w,(X,0,1),1t); (6)
(i(to)ato) € Q()a(f((tf)atf) €Qy, (7
where

HR, 0,), 1) =
=L, 6w, W, 0+ ATH 6w, )] |
i=(1,2).

And method of dynamic programming the decision
is described by the equations [10]

ol . ovY | ..
a|:L(Xau,W19W2t)+[Ej |/\f(X,u,W1,t):| :0, (8)

W; (%,0,t)°

T
%L(}E,ﬁ,wl,wzt)+[%/j | f&, & w,,1); 9)
V(ﬁ(tf)atf) = S(f((tf)atf); (10)
x =f(X,0,w,, t); (11)
(X(ty)stg) € Q, (X(tp), tr) €Qy, (12)
where
V(x(H)t) =

tg
= {min j L(x,u, W, W,,t)dt + S(x(t; ), t,)
u(-) t

} W, (R,0,0(=1,2)

The second level task consists of the equations. Its
solution is in the choice of the equations
w(X,0,t)(1=1,2) that would provide advantageous
properties to the equations (4)—(7) or (8)—(12). Let's
consider some approaches allowing to give substantial
interpretation to the second level of a task.

1. Assume that — the dynamic system (1) has controls of
various efficiency one part of which can be brought to
the vector u, and another part — to the w;.
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Solving a task at the second level, we shall search
for such controls w;, which would provide the most
favorable conditions to use the first level controls u.
So, for example the controls determining the object
configuration can be considered as “w,”. The object
is appeared to be adjusted with the help to w, for it’s
control with the “u” to be the most effective.

2. The control of w, influences the equations
calculating the control “u” and this control is given
some additional properties that, in the end, influence
the character of system movement (1). Using the
concept of control w, one is able to solve, on the one
hand, the choice problem of weight factors of the
functional (2), when considering these factors as
control w, and, on the other hand it is possible to
control the equations complexity, by which the
control u is calculated. In particular, the latter makes
sense in the case of inexact information about
control objects parameters determining optimum
control.

Besides, such an approach can be considered as one of
the ways of realization of a reduction of mathematical
models of optimum processes (6) or [11-15].

3. When the tasks are put incorrectly it makes sense
to use control w, as the stabilizing addition to
functional, that will help organize steady procedure
of the approximate finding of optimum control [15].
The way of search w(x,0,t)(i=1,2) essentially
depends on initial setting of functional and object
model. Let's consider some results received when
casing the second approach in the case, when
f(x,u.w,,t) = o(x,t) + y(x,u,w,t);
L(x,u,w,,w,,t) = Q(x,t) + Q(X,u, w,, W,, ).
Hamiltonian becomes such:
H(x,u,w;,w,,A,t) = Q(X,t) + Q(X,u, W, W,,t) +

(13)
(14)

+ A o(x, t) + AT y(x,u, W, t). (15)
We investigate it on a minimum on u:
T T
M) 5—9) Ao, (16)
ou ou ou

From a parity (16) we receive, that

QY (oy)"
My=— —||= .
Y (wj(ij
After substitution ATy in (15), we find expression

for minimized hamiltonian

H(XauaW13W25)\'at) = Q(X,t)+Q(X,u,W1,W2,t) +

50\ oy T
A Tox, ) | — | | = =Q(x,t) + A o(x,1),
P(x,1) (%J[&u)w Qx, 1)+ A o(x,1)
(17)
where the control w; and w, are chosen so that the
equality would be carried out:

T -1
Q(x,u,wl,wz,t)—[%j (%’j v =0. (18)

Taking into account (13), (14), (17), (18), the result
of the solution of the second level task set by the
equations (4)—~(7) or (8)—(12), will be written down
respectively:

(@j o o, (19)
ou oul,
PR LG (20)
A all A
X =&, ) +y&, 0, w,, 1) =0; 1)
(X(tg),tg) € Qp,(X(ts),t;) € Qs (22)
T -1
Q(ﬁ,ﬁ,wl,wz,t)—(%) (%j vl =0 (23)
SIEGIGIREE
ou ox ) | \éu a )
=Q@¢h{%¥j 9%, 1) (24)
V(i(tf)atf) = S(i(tf)atf); (25)
R =&, 1) +y&,0,w,,1)=0; (26)
(X(to),tg) € Qq, (X(tg ), tr) €Qy (27)
. a T -1
Q(x,u,wl,wz,t)—iagj (%) \|/|A =0, (298

where A = [Z—V) is specified.
X

Note, that the equations (19)—(23) or (18)—(28) are
the solutions of the two-level task as a whole.

It should be noted that the further constructive
results depend on the kind of functions:
Qx,u,w,,w,,t) and y(x,u,w,,t). So for example
A.A. Krasovsky was the first to study /issue/ the
two-level assuming that [2; 3]:
QXx,u,w,,w,,t)=p(u,t) + w, (t);

y(x,u,wy,t) = px, tu.

Depending on the various types of objects of control,
the functions Q(x,u,w,,w,,t) and y(x,u,w,,t). can
differ greatly from (20), (21). However, method of the
solution of the two-level tasks problems given in the
article applied to extended on these cases as well.

Conclusion

The solution method of the two-level optimum tasks
considered in this article allows to simplify the
analytical design of control algorithms with the
functional of the work generalized.
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KoncTpyroBaHHSs ABOPIBHEBOTO ONTHMAIBHOTO KEPYBaHHS

Po3risiHyTO METOJ  aHANITUYHOTO KOHCTPYIOBAHHSI aJIrOPUTMIB JIBOPIBHEBOTO ONTUMAJIBHOTO KEPyBaHHS 3
BUKOPHCTaHHSAM (QyHKIIOHANA y3arajabHeHol poboTu. [TokazaHo, 110 3anpOIOHOBaHHI METOJI MOKHA 3aCTOCOBYBATH HE
TUIBKK Ha eTalll MONepPEeJHbOr0 CHUHTE3y PO3ralyKeHHX TPAEKTOPiH, ajne 1 A OnTuMi3aiii TpaekTopiil CKiIaJeHuX
OUHAMIYHUX CHCTeM. PO3rIHyTHIT MeTox po3B’s3aHHS IBOPIBHEBHX 3adad MOXe OyTH PO3MOBCIOKCHHWN Ha iHIII
00’€KTH KepyBaHHS.

A.W. JIvicenko, B.H. Ka3zak, 11.B. Uekanora

KoHncTpyrpoBanue q1ByXypOBHEBOIO ONTUMAIBHOTO YIIPABICHUS

PaccMoTpeH MeToa aHATUTHYECKOTO KOHCTPYHPOBAHHUS AlTOPHUTMOB JBYXYPOBHEBOTO ONTHUMAIIEHOTO YIIPABICHUS C
HCIIOJh30BaHUEM (YHKIMOHATa 0000meHHOH padoTel. [loka3zaHo, YTO MpPETOKEHHBI METOJ MOKHO TPUMCHSTH HE
TONPKO HAa JTalle INPEABAPUTEIBHOTO CHHTE3a BETBANIMXCS TPACKTOPHUH, HO W JUIA OIEPATUBHOW ONTUMH3AIMU
TPaeKTOPUIl COCTaBHBIX JWHAMUYECKHX CHCTEM. PaccMaTpuBaeMblii METOJ| PELICHUS JBYXYPOBHEBBIX 3a/1a4 MOXKET
OBITh PACTIPOCTPAHEH HA JPYTHe OOBEKThI YIIPABICHUSL.



