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PROBABILISTIC MODELS AND METHODS OF REGRESSION ANALYSIS
OF VOLATILE FINANCIAL TIME SERIES

Introduction

The article analyses the interaction of the
participants of the global financial and economic
market, including individual, institutional producers,
suppliers, traders, transnational financial institutions,
as well as supranational regulators of the global
market in conditions of uncertainty. The main
factors of the uncertainty of the world trade market,
which affect the interaction of market participants,
as well as specific forms and methods of overcoming
this uncertainty with the use of modern financial and
information technologies, are studied.

Uncertainty is an immanent property of the
market, which is cyclically manifested in unpredictable
fluctuations in the world economic and financial
situation. In conditions of growth in cross-border
flows of loan capital, direct and portfolio
investments, which form the total international
turnover of financial resources, which is
accompanied by an increase in the number and
variety of financial instruments and the
internationalisation of the activities of banks,
investment and insurance companies, pension funds
and other financial institutions, as well as stock
exchanges, this feature of the financial market
becomes a key factor in global financial instability.

Market uncertainty consists of two interrelated
groups of factors. The first group of factors is
determined by a stable state of information
asymmetry inherent in trade relations, that is, by an
uneven distribution of information, which may
depend on the decision to enter into an agreement
and its outcome, among market participants. The
second group, related to the irrationality of the

behaviour of market participants, represents the most
important factor of market uncertainty, moreover,
this behaviour does not have any proven forms of
state regulation or self-regulation and is extremely
difficult to analyse and measure.

As markets develop, both groups of factors
expand, their influence increases, despite the
development of financial institutions and tools
designed not only to rationalize the decision-making
process, but also to minimize the negative impact of
information asymmetry on this process. At the same
time, both groups of factors influence each other.

On the one hand, the study of information
asymmetry together with the irrational behaviour of
investors forms the basis of the analysis of the
development of the modern world market. However,
on the other hand, these factors create additional
uncertainty, which, in turn, makes it impossible to
solve the problem of decision-making under the
conditions of not even complete, but at least
acceptable a priori information.

Therefore, modern methods of financial and
economic analysis are based on the principles of
mathematical statistics. Currently, the methods of
mathematical statistics are widespread in scientific
and technical and scientific and economic research.
The study of qualitative, and even more so,
quantitative regularities of random processes and
phenomena, as well as objects that depend on
random factors, is impossible in principle. Real
phenomena, processes and objects are subject to the
influence of numerous external and internal actions.
These actions in the vast majority of cases are
random in nature and cannot be described or simply
taken into account by deterministic methods.
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Statistical relationships between variables studied
in economics and finance are no exception. Usually,
these connections are very complex and ambiguous,
depending on many intermediate direct and reverse
actions, which, in turn, are also random. With the
use of mathematical statistics methods, it is possible
to identify patterns of relationships and mutual
impacts of individual economic indicators that
appear for a given set of observations or
measurements. Using the methods of non-parametric
statistics, it is possible to obtain statistical
regularities of distributions of values of economic
indicators (probability densities, initial, central and
mixed moments of statistical distributions).

In the economy, organization and production
management, the problem of identifying the impact
of key indicators on global technical and economic
indicators (GTEI), such as profitability, labour
productivity, cost of production, etc., is very
relevant. At the same time, the number of key
indicators is at least an order of magnitude greater
than the number of global technical and economic
indicators. In a certain sense, the problem of
assessing the impact of key indicators on GTEIs is
reduced to the processing of large arrays of random
data. Therefore, with rare exceptions, in order to
identify the impact of partial factors on global
technical and economic indicators, it is necessary to
solve three related problems:

- collection of statistics, i.e. observations,
surveys, measurements and accumulation of a
sample of observations;

- isolation of the so-called "sufficient statistics" -
reduction (sometimes very significant) of the sample
volume without loss of information that is of
fundamental importance for statistical analysis;

- actual processing of statistical data with
obtaining qualitative and quantitative assessments
and justified statistical decision-making.

As a rule, correlation and regression analysis is
used to solve these problems. It should be noted that
due to the complexity of relationships, the large
number of active factors and their interdependence,
widely used methods of regression analysis often
turn out to be unacceptable and require improvement.

In economics, the task of compact presentation of
information, selection of main factors and
connections, and screening of secondary ones also
often arises. In mathematical statistics, there is a set
of methods widely used and known as factor
analysis. This direction of statistical research quickly
gained recognition due to its advantages compared
to other methods and the effectiveness of work
where other methods were unacceptable. The
solution of the mentioned tasks in the presence of a
large number of interrelated factors turns out to be
the most effective due to the application of factor

analysis based on the method of principal
components and orthogonal functions.

The limitations of most known methods and
approaches to assessing the value of internationally
traded assets became particularly evident after
impossibility of the largest transnational financial
institutions to predict financial crises and take
preventive measures to protect against growing
risks. The crisis events exacerbated the problem of
the ratio of rational and irrational motivations driven
by financial market participants. The danger of
underestimation of the irrational economic
behaviour of institutional and individual investors in
the financial markets had been predicted still in
Adam Smith's fundamental works [1,2]. However,
the most theories and concepts of the so-called
economic mainstream (primarily neoclassical
economic thought) raised the question of the demand
for research into non-economic factors that shape the
uncertainty of the trade and financial market.

The article discusses the method of building
mathematical models of heteroscedastic processes
and its application to the description of the dynamics
of discrete time series [3.4].

In the transitional periods of the state's life,
during the development of new economic and
financial models, radical changes in the economic
and social strategy, global changes of a critical
nature may take place, which will affect the
fundamental principles of the functioning of entire
industries. The peculiarities of such events are,
firstly, their unexpected appearance against the
background of the seemingly relatively smooth and
slow flow of observed processes. Secondly, it is the
transience of such processes, in fact, a sudden
disturbance, and an outburst.

Problem Statement and relevance

The interaction of the participants of the global
financial and economic markets in conditions of full
certainty actually is ideal, non-realistic construction,
which never can be reached. As a fact, the process of
interaction in the sphere of human relations is
accompanied by many random impact factors, both
internal and external ones. Firstly, these impact
factors have complex nature: some factors are pure
economical, another factors may have mixed
humanitarian and economical nature. Secondly,
some impact factors are mutually dependent at that
the dependences are subject to sporadic variations. At
last, we often face unexpected sudden appearances of
new factors and disappearances of existing ones.

All these considerations lead to necessity of
application statistical approach to analysis and
estimation processes in economics, i.e., to
econometric methods [3]. Real samples of observed
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series values, including financial time series [3], are
sequences of random values with appropriate
statistical characteristics.

Financial time series, as a sequence of sample
values obtained by collecting statistics, most often
represent non-stationary random processes. As has
been repeatedly noted, in economics and econometrics,
the concept of heteroscedastic, i.e. weakly non-
stationary, process is often used [4]. However, the
concepts of non-stationarity in general and weak non-
stationarity in particular also need to be specified.
Moreover, financial time series are a typical representative
of discrete time series. Heteroscedastic processes as
processes with time-varying dispersion, in the
mathematical sense, belong to the class of non-
stationary processes. This is a class of financial and
economic processes that are widely used, especially in
an unstable economy. Non-stationary processes belong
to the class of processes with slow changes in statistical
characteristics over the observation interval. Therefore,
the description of their dynamics, the development of
methods of approximation, interpolation and
extrapolation has certain specificity in comparison with
stationary (both in the broad and narrow sense) processes.

Thus, the research and development of mathematical
models of non-stationary financial time series are useful
and relevant for many branches of economics,
econometrics, and financial analysis.

Analysis of recent research and publications

The exclusive relevance of methods of statistical
analysis of financial time series with essentially non-
stationary (heteroscedastic) nature appeals the
attention and great effort of specialists in theory and
practice of researching and estimation financial and
economical time series [3, 4, 7 — 9, 10]. In reality,
deterministic time series of any origin (physical,
economic, climatic, seismic, etc.) are only some
ideal construction that gives a very approximate idea
of the actual state of the system.

Determining the stationarity of a random process
is one of the key points in probability theory. It is
given in many monographs on statistical theory. We
will only remind that in applied statistics and in
econometrics, the concept of stationarity is most
often used in a broad sense [3]. Also, a process that
is stationary in the narrow sense is a process that is
stationary in the broad sense (but not vice versa).

For these and other reasons, statistical modelling
faces a common problem: in many, if not most,
situations, they are forced to exclude variables that
are relevant to forecast frequency and loss size.
Since these "missing variables" are correlated with
both the target variables and one or more other
modelling variables, the authors [6, 8, 10]
investigate the estimates of the corresponding model

parameters. This phenomenon, as a rule, is known as
"exclusion of a shifted variable" as a factor in
creating specific non-stationarity — volatility of the
market, currency pairs, shares, etc. This
circumstance forces the development of special
evaluation and analysis methods, each of which is
acceptable only for a separate (and rather narrow)
class of non-stationary random processes [4]. Before
everything, it is necessary to introduce a hypothesis
about the specific nature of non-stationarity of the
process under study.

The material of the article is taught in accordance
with the modern requirements of the scientific and
experimental approach in the field of economics,
information transfer and related disciplines. Another
task that often occurs in economics, organisation and
production management is the classification of
objects according to their characteristics in order to
identify "bad" and "good" ones. As a rule, such a
classification consists in the grouping of objects in
the space of features. Then, based on the
involvement of additional information or previously
known information, groups of "good" and "bad"
objects are distinguished. This stage is called
training, and it allows you to develop an algorithm
for determining whether other similar objects belong
to the "bad" or "good" class.

So the goal of article is the analyses the
interaction of the participants of the global financial
and economic market, including individual, institutional
producers, suppliers, traders, transnational financial
institutions, as well as supranational regulators of
the global market in conditions of uncertainty. The
main factors of the uncertainty of the world trade
market, which affect the interaction of market
participants, as well as specific forms and methods
of overcoming this uncertainty with the use of
modern financial and information technologies, are
studied.

Forecasting non-stationary processes
in the economy

Methods of specifying econometric models.

The classic "material" for creating dynamic
(deterministic) mathematical models are differential
equations. If it is simplified to consider financial
time series as deterministic, then the equation of
dynamics is an actual standard of a dynamic system —
a mathematical model that allows you to predict the
evolution of an object based on a given initial state.

Obviously, the comprehensive characteristic of
any random process is the multidimensional law of
probability distribution [5]:
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F[(30:0): (5085 ) (3,00, ) | = 0
=P[X(t)<x,X(t,)<x,,...X(t,)<x,]

However, it is not so obvious that the results of
the analysis of probability distributions above the
first or second order cannot serve as a more or less
reliable basis for obtaining convincing statistical
conclusions. First, the determination of multivariate
probabilistic characteristics is associated with great
computational difficulties. Secondly, very uninformative

characteristics of the function F,(x,,x,,...,x,) are

described by the central or initial moments of orders
above the fourth; in practical problems they can be
excluded from consideration without any loss of
commonality. The increase in the amount of
information when using probabilistic characteristics
of a higher order turns out to be insignificant (for
engineering applications — very insignificant),
primarily due to the rapid deterioration of accuracy.
The accuracy of the calculation of the higher
moments of the distribution is worse, the higher the
moment. It may happen that with a limited sample
size, the informational contribution of higher
moments will generally become negative, starting
from some i-th moment. In addition, the definition
of multidimensional probabilistic characteristics is
associated with great difficulties in the hardware
implementation of algorithms for their calculation.
Finally, for samples of a small volume, it is
impossible to obtain reliable estimates for moments
above the second at all [6].

Therefore, in practice, as a rule, one-dimensional
or two-dimensional distribution laws of a random
process are considered. Let us give an expression for
the two-dimensional distribution law of a random

process X (t):

Fn (xlﬂtl;x27t2):

. @
=P[X(1)<x,X(t;)<x,] @

where X, X, are numerical values of the process at

moments of time ¢,¢,, respectively. They provide

sufficient information about the parameters and state
of the process, as they contain a sufficient amount of
information about the properties of the random
process. The increase in the amount of information
when using probabilistic characteristics of a higher
order turns out to be insignificant and does not
justify the efforts spent on collecting and processing
the experimental data. Moreover, possible
calculation errors that lead to loss of information can
often compensate for the increase in information that
the researcher expects [6].

Non-stationary time series, in particular, time
series of the processes of the real economy, are

characterized by a two-parameter impulse
characteristic 4(z,T), and in the case of time series

with time-constant parameters, simply #(t-1). A

distinctive feature of this description is that the input
message is considered known on the interval
—oo <t < oo, Often this method of description is the
most convenient. (Note that we mean by the term
"message" any input action on the system: a request,
numerical reference data, a change in the conditions
of interaction of business entities, the results of
making a decision, etc.)

The task of forecasting the future values of a time
series based on its current and previous values is the
basis for planning in finance, economics and trade,
management and optimisation of production
volumes, warehouse control.

The task of forecasting a time series is solved as
a task of mathematical statistics based on the
development of a forecast model that adequately
describes the researched process. At the same time,
it is necessary to make the following observations of
a principled nature.

1. In modern statistical science, there is a division
into two main schools: the most numerous classical
school - the followers of Fisher and his students, as
well as the subjectivist, or Bayesian, school. And
although at the level of applied statistics, the results
obtained within the framework of these different
scientific schools agree quite well, on a wide range
of theoretical and philosophical issues, these two
directions often diverge, offering different
approaches to solving problems, including in the
field of econometrics. Briefly, the main difference in
the approaches could be characterized as follows:
supporters of the classical approach consider the
frequentist interpretation of probability to be the
only possible one (that is why such an approach is
also called the "frequentist school"). The essence of
their approach is that they start solving the problem
with the selection of a model and check whether this
model can "explain" the obtained (or even more
"extreme") data.

The difference of the Bayesian approach is that
even before the data are obtained, the statistician
considers the degree of confidence in various
possible models based on the obtained data (prior
probabilities). Once the data is obtained, Bayes'
theorem allows the calculation of a new set of
probabilities that represent revised degrees of
confidence in the possible models based on the
obtained data (posterior probabilities). The
assessment of a priori probabilities is subjective;
therefore, this approach is called subjectivist.

The subjectivist, or Bayesian, theory of statistical
decisions can be applied in those tasks in which the
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uncertainty or information about the parameters at
any moment in time can be given by means of a
probability distribution on a set of its possible
values. Therefore, we will consider only those
decision-making tasks that satisfy the following two
requirements.

a) The conditions of the task can be described
using such a number of parameters that can be taken
into account.

b) Although we don't assume the value of these
parameters to be known with complete accuracy, the
degree of uncertainty of these values can be described
using the appropriate probability distribution.

2.In connection with these requirements, the
following two reasons should be kept in mind. First,
the number of parameters that can be taken into
account in this situation depends to a large extent on
the current state of computing equipment and
technology (obviously, today this number is more
than ever). Secondly, among statisticians and other
specialists who study the basics of probability
theory, there are significant disagreements about
whether it is possible to characterize the uncertainty
in the values of a given parameter using a
probability distribution. Some believe that one can
talk about such a distribution only in the case when
the relative frequencies of occurrence of the
investigated values of the parameters are clearly
observed. Others take the view that probability is a
logical concept that can be related to parameters in a
much wider class of cases. Moreover, these
scientists believe that in each problem there is a
single distribution described in a certain parameter,
which should be assigned to it. Finally, others
believe that, in fact, all probability distributions are
subjective by definition and that in statistical studies,
with unknown parameter values, the statistician can
always characterise the range of his lack of
knowledge of truthful value through conditional

probabilistic distribution of p(x|a) type, where a

is unknown parameter.

By the way, mentioned differences in opinions
are scholastic in the valuable range. Actually all the
reasonable methods works good (and almost with
the same efficiency) when we have sufficient large
stored information. In other case different methods
give, respectfully, different recommendations, but
all are poor. So we can choose the most comfortable
method, e.g., Bayesian, and acceptable probabilistic
distribution without any responsibility, and compare
it with other probabilistic distributions, e.g., by
information an entropy criterion. As it's known,
when the finite interval of random values the
uniform distribution has the maximal entropy. It is
fully logical that even uniform distribution has

satisfactory result of estimation then the other
distributions will be not worse as minimum.
Uniform distribution, as it were, is of usual minimax
property.

We can check the fact of smoothing different
methods in the frame of Bayesian theory by
researching the tolerance of results (asymptotic
invariance) to the choice of prior distribution. "Prior
problems" are overcome dialectically. The prior data
uncertainty is not argument for refuse from prior
distribution. Moreover, it's argument in favour of
multiple dissolving problems under different prior
distributions. The same reasons are fair for
uncertainty dynamic equations, quality criteria etc.

3. The choice of "the best" method of statistical
estimation depends both from presence of prior
information and from cost function (criterion
function, utility function). The minimum risk of
error decisions with quadratic cost function
corresponds to least mean square (LMS), i.e. it is the
average of conditional variations on all observations.
Minimal cost function by the module is the median
of posterior probability density. For all that with
Gaussian prior density all cost functions lead to the
same estimations.

From the other side, minimal risk is achieved
with estimation by the maximum likelihood method
(MLM). MLM is the limit case of estimation by the
method of maximum posterior density when the
value of prior information aspires to zero.

4. MLM estimates are consistent (the decisions
converge to precise value with aspiring of observation
number to infinity). MLM also are asymptotically
efficient and asymptotically Gaussian. All these
properties are concerned with estimate behaviour with
unlimited enlarging of observation number.

Thus MLM is the most appeal with the reasons of
simplicity and comfortable application low sensibility
to variations of prior data and observed current parameters.

Let consider the problem of application MLM to
researched problem. Now the most known models
of prognosis time series are:

— regression and auto regression models;

—neuro network models;

— exponential smoothing models;

— Markov chains models;

— classification models etc.

The most popular and widely using models are
exponential smoothing models and auto regression
models [7,8]. Let's consider the case of auto
regression model with absence external impact
factors. This simple case may serve as basis for
researching more perfect and realistic methods.

V. Forecasting without taking in account external
impact factors.

Let the values of time series are available in
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discrete moments of time t,=1¢, t, ... ty..., Iy
We mean time series as &(n),n =1,2,...,N. It's

necessary to define in moment ¢y future values of
process N +1, , N +tM. Moment N means the
beginning of prognosis, and M is time of prediction.

1) We need to define the functional dependence
of communication between fast and future values of
time series for calculation of future values of this
series

=\|l[§(n—1),§(n—2),...,

+e(n).
The dependence (3) has name "the forecasting
model". We need to choose from K available models

prognosis model &, (n), j=1,2,...

o) )

,K , with minimal

module of average deviation of true value from
predicted one for established M:

&(n)

_ N+M
E= z |£(n) — min
n=N+1 &)

We can write the expression (3) as
:W|:§<n_1)>§ ,&(I’Z—M)],

where time series f;(n) represents predicted (calculated)

(n—2),... 4)

values of &(n) series. Here and later we use the

symbol "A" for meaning calculating values of time
series.

2) We also need to calculate the confidence
interval of possible deviations of values of the series

E(n)=y|E(n+1).&(n+2),...E(n+M)]. (5)

The task of forecasting time series &(n) is

illustrated on fig. 1.
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Fig. 1. The illustration of the problem of prediction of time series &(n)

without consideration impact factors

Auto-regression model

The background of auto-regression models is the
proposition about linear or at least parametrical
dependence of process &(n) current value from

some number of previous values that process
&(n-1),§(n-2),...,E(n—s). Let consider the most
popular and useful model of auto-regression and
moving average (ARMA). This model expresses
current value of time series as finite sum of previous
values and discrete Gaussian white (&-correlated)
noise:
Em)y=a,+bEm—-1)+b,E(n—2)+...+ 6
+b,&(n— p) +e&(n). ©)
Expression (6) describes p-order auto-regression
AR(p) process; here g, is constant component,

b,b,,...b, are auto-regression coefficients, E(n) is

model discrepancy conditioned by observation
noises. They use the least square method or maximal
likelihood method for definition coefficients a, and

b,i=12,..p [7l.

Another model type is g-order moving average
MA (g) model; the MA equation is

&(n)=con(n)+cm(n—1)+czn(n—2)+...+, )
+cq1”|(n—q)+8(n)

where ¢,c,,...,c, are moving average coefficients,

g(n) is model discrepancy.

We combine auto-regression and moving average
models (ARMA models) for achieving more
flexibility in model matching. Resulting model
ARMA (p, q) includes g-order MA filter and p-order
AR filter.

If not the values of the time series themselves are
used as input data, but their d-order difference (in
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practice in most cases d <2), then the model is
called auto-regression and integrated moving
average — ARIMA (p, ¢, d) [7].

A development of the ARIMA (p, ¢, d) model is
the ARIMAX (p, q, d) model, which is described by
the equation

E(n)=AR(p)+ a0, (n)+...+a,0,(n).

A development of the ARIMA (p, g, d) model is
the ARIMAX (p, q, d) model, which is described by
the equation

E(n)=AR(p)+a (n)+...+a,0,(n).

g are the coefficients of external

impact factors ¢, (7,),0, (% ),...,0, (%)
model, the process §(n) is the result of processing

by the MA(q) filter, that is, the filtered values of the
original process. For forecasting §&(n), an
autoregressive model is used, in which additional
regressors of external factors ¢, (),90,(n),...,0, (1)

Here q;,a,,...,a

In this

are introduced.

The autoregressive conditional heteroskedasticity
(GARCH) model is the residual model for the AR(p)
model. At the first stage, the AR(p) model (6) is
determined for the initial time series. It is assumed
that the discrepancy of model (4) has two
components:

e(n)=c(n)xs,,
where G(n) is the time-dependent standard deviation
(SD); ¢, is a normally distributed random variable

with zero average and standard deviation equal to 1.
The dispersion o©°(n) is described by the
equation

2 2 2
G, =0, +O4€, | +...+OE,  +

®)

+Bo, +...+B,0._,.
Here o,,0,,...,0, and BI,BZ,...,BP are the

coefficients of the conditional heteroscedastic model
equation.

This model has received the most frequent use in
financial and economic analysis, where it is used to
model the volatility of discrete time series.

It should be additionally noted that for none of
the considered groups of models (and methods) the
accuracy of forecasting is not indicated in the merits.
This is due to the fact that the accuracy of
forecasting a particular process depends not only on
the type of model, but also on the experience of the
researcher, on the availability of data, on the
available hardware resources, and many other
factors [9]. Forecasting accuracy will be evaluated
for specific tasks to be solved as part of the work.

The most common forecasting models for
homoscedastic processes are autoregressive and
moving average (ARMA) models, and for
heteroscedastic processes are autoregressive and
integrated moving average (ARIMA) models [4].

Also we note that unlimited enlarging of models
order require the significant complication of models
but don't give noticeable accuracy of process
interpolation. Moreover, the errors of extrapolation
grow very quickly with enlarging model order more
than 2...3. Thus the principal useless of tendency to
non-critical enlarging of order of moving average
and regression equations takes place.

Conclusions

Empirical research in the field of economics
increasingly uses data at the individual or household
level obtained from surveys. Unlike aggregate data
based on surveys, where errors can be hoped to
"cancel out", the transition to micro data requires
constant concern about measurement errors as a
possible source of bias. Some variables (transfer
income, wealth funds, health care wuse, and
expenditures) are difficult enough to measure that
such problems arise even when estimating simple
bivariate = regressions;  others  (unionisation,
schooling, and perhaps earnings) that appear to be
messages with reasonable precision become
candidates for concern when panel data are used in
ways that effectively distinguish much of the true
change while adding to the noise.

Many of the parameter validation studies of
financial and economic time series examined in this
article are based on under-sampled statistics. Even
when validation data refer to a significant proportion
of a larger survey, concerns about representativeness
are difficult to dismiss.

The article attempts a preliminary survey and
analysis of time series data for the specification of a
model of the interrelationship of variables. It should
be recognized that the practical implementation of
the above rules is not trivial. In particular, it is
obvious that it is possible to obtain satisfactory
estimates of the spectrum of financial and economic
time series, but at the moment it is not clear how to
quantitatively estimate volatility values, cooperation
processes in conflict conditions, etc. Only further
analysis, both theoretical and empirical, can provide
answers to these questions.

Many important economic variables show non-
stationary behaviour. The difficulty lies in the
correct interpretation of the form of non-stationarity.
After extending the linear approach, it is necessary
to solve the problem of specifying non-linear or
generalized linear models. As shown in the article,
there are many non-linear models, and there is no
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clear way to decide which non-linear specification is
best. This problem is quite important and
controversial, since using an insufficiently correct
non-linear specification may be more appropriate
than ignoring the non-stationarity. In addition, linear
model can always be considered as a local
approximation of a non-linear process. There are
some standard guidelines for evaluating a non-linear
process. The most important thing is to use a
specific general modelling strategy.
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Binorpanos H. A., Jlecna A. B., Casinos 1. /1. .
IMOBIPHICHI MOAEJII TA METO/JIA PETPECIMHOI'O AHAJII3Y BOJATHUJIBHUX
®IHAHCOBHUX PsJIIB

Y ecmammi posensinymo pinancoso-exonomiuni yacosi paou y eupoOHuYiil, OAHKIGCHKIU ma IHEeCMUYITIHIL 2any3sX.
Emnipuuni 0ocnioscenns 6 eanysi ekoHOMiKU 8ce uacmiuie UKOPUCMOBYIOMb OaHi HA THOUBIOYalbHOMY pieHi abo Ha
PiBHI 00M020CN00apCms, OMPUMAHL 8 Pe3yabmami Onumyeans. Jlesxi 3MIHHI HACMITbKU 8AXCKO GUMIPSIMU, WO MAKL
npobremMu UHUKAIOMb HAGIMb NPU OYIHYI NPOCMUX 080(DAKMOPHUX peepecill, KOMU NAHeIbHI 0aHi 6UKOPUCOBYIOMbCS
MAKUM YUHOM, WO eDEeKMUSHO GUOLIAIOMb OLIbULY YACMUHY CHPABICHIX 3MIH, dodatouu wiymy. Pezynomamu ananizy
peanvHol iHgopmayii oaromv nIOCMAsU NPUNYCKAMU, WO HAUOLIbUL AO0eK8AMHUMU MAMEMAMUYHUMU MOOeaMU
HeCmayioHapHux (QIHAHCOBUX HACOBUX PAOI6 € 20MOCKeOACMUYHI Mmad 2emepoCcKeOacmudti UMOGIPHICHI Moodeli 3
YACMKOBO HegiooMuMu imnakm-gaxmopamu. Mu npononyemo mooeni agmopeepecii ma k0831020 cepednbozo (ARMA)
015 AHALI3Y 20MOCKEOACMUYHUX ps0i6 ma MOOeli asmopezpecii ma iHmezpo8ano2o K083Ho2o cepeduboeo (ARIMA) ona
aHanizy eemepockeoacmuynux psoie. Lli moleni oxonawiomes Oocumv WUPOKULL KIAC BUNAOKOBUX NpOYecis,
HeCmayioHapHux y wupoKomy ma 8y3vKomy po3yminHi. IIpasunvruil 6ubip nopaoky mooeneil 00380A€ OMpUMy8amu
pesyavmamu 3 0ONyCmuMUMyU NOXubKamu (po3oisxcuicmio) 3a docums npocmumu mooeramu. Mu noxazanu npuHyuUno8y
MapHicmeb meHOeHYyii 00 HeKPUMUYHO20 PO3UWUPEHHS NOPAOK)Y KOB3HO20 cepedHbo2o ma pisHAHb peepecii. Kpim moeo,
MOOenb 3HAYHO YCKIAOHIOEMbCS, d NOXUOKU eKCmpanonsyii, 6iOnosioni npocHosy, 3pocmaioms Oydce weuoko. Y
cmammi 3pobneno cnpoby nonepeoHbo20 0210y MA AHALIZY OAHUX YACOBUX psoie Onsl cneyuixayii mooeni
63aeM038 ’a3Ky 3minnux. Cni0 eusHamu, Wo NpaKxmuuHa peanizayisi HageOenux euuje Npasuil He € MpUBianbHOIO.
3okpema, ouesuoHo, wo ModCHA ompumMamu 3a008LNbHI OYIHKU CNEKMPY (DIHAHCOB0-EKOHOMIYHUX 4aACO8UX pAOI8, ale
Hapaszi He3PO3YMINO, K KITbKICHO OYIHUMU 3HAYEHHs 8OJIAMUIbHOCMI, NPOYecU 83AEMOOIT 8 YMOBAX KOHPIIKMY mowo.
Jluwe nodanvuwiuil ananis , 5K Meopemuyti, max i eMnipuyHi, MoJ’Cyms 0amu 8i0noeioi Ha yi 3aNUmaHHs.

KnrouoBi cnoBa: ¢iHaHCOBMIN YacoBUiA psifi, FOMOCKEAACTUYHICTb, reTepoCcke4acTUYHICTb, perpecisi, aBToperpecisi Ta
KOB3HE CepefHe.

Vinogradov N., Lesnaya A., Savinov I.
PROBABILISTIC MODELS AND METHODS OF REGRESSION ANALYSIS
OF VOLATILE FINANCIAL TIME SERIES

The article considers financial and economic time series in production, banking, and investment branches.
Empirical research in the field of economics increasingly uses data at the individual or household level obtained from
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surveys. Some variables are difficult enough to measure that such problems arise even when estimating simple bivariate
regressions, when panel data are used in ways that effectively distinguish much of the true change while adding to the
noise. Results of analysis of real information give the reasons to suppose that the most adequate mathematic models of
non-stationary financial time series are homoscedastic and heteroscedastic probabilistic models with partially unknown
impact factors. We propose the auto regression and moving average (ARMA) models for analysis of homoscedastic
series and auto regression and integrated moving average (ARIMA) models for analysis of heteroscedastic series.
These models cover rather wide class of random processes, which are non-stationary in wide and narrow sense.
Correct choice of model order allows getting the results with acceptable errors (discrepancy) using rather simple
models. We showed the principal useless of tendency to non-critical enlarging of order of moving average and
regression equations. Moreover, the model gets much more complicated, and the errors of extrapolation, corresponding
with forecasting, grow very quickly. The article attempts a preliminary survey and analysis of time series data for the
specification of a model of the interrelationship of variables. It should be recognized that the practical implementation
of the above rules is not trivial. In particular, it is obvious that it is possible to obtain satisfactory estimates of the
spectrum of financial and economic time series, but at the moment it is not clear how to quantitatively estimate
volatility values, cooperation processes in conflict conditions, etc. Only further analysis, both theoretical and empirical,
can provide answers to these questions.

Keywords: financial time series, homoscedasticity, heteroscedasticity, regression, auto regression and moving average.
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