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Bcmyn

Komepmiitni  3D-mkepena, Taki sK
Maxar Precision3D [1], ta Bi3yami3amii B
Google Maps/Earth [2] HagaoTh BUCOKOSI-
KiCHI MoJeni penbedy, aje IX BUKOPUCTAH-
HA B aKaJeMIUYHHUX EKCIepUMEHTax oOme-
JKEHE JIIEH31IMH, JOCTYIIOM Ta OXOIJICH-
HAIM a0o X € ckiagHuMu. BinrBopenus 3D
dbopmMu 00’ekTa 31 300paKCHHS MEHIIOI
PO3MIpPHOCTI Ja€ 3MOTY OTPUMYBATH J0ja-
TKOBY TIPOCTOPOBY 1H(OpMAIliFO PO CIIEHY
3a MIHIMaAJIBHAX BUMOT JO BXIJHHX JaHUX.
3pocTtaHHs OOCSriB CYyNMYTHUKOBUX 300pa-
KEHb 1 JOCTYIHOCTI KapTorpagidyHux cep-
BICIB MOPOJIXKY€E 3alUT Ha MPOCTY, BIATBO-
pIOBaHY Ta 3ICTaBHY OLIHKY TIJIUOMHH 3
oauHOYHUX 2D-3HIMKIB. TpanmuiiitHo 3a-
BJIaHHS IJIMOUHHOTO MOJIEITIOBaHHS
pPO3B’SI3YIOTh 3a JONOMOror (ororpamme-
Tpii Ta TEXHOJOTIH AMCTAHLIMHOIO 30HAY-
BaHHS, HAaIlPUKJIAJ, aepo Ja3epHOro CKaHy-
BaHHs, LiDAR, a TakoX 13 3aly4eHHSIM
CYNyTHUKOBUX MOJENeil BHCOT penbedy
(DEM/DSM). Boxanouac KOMepIIiiiHi
3D-cepBicH X04Y 1 HaJalOTh TOTOBI OOy 10-
BU penbedy, ane oOMeXeH1 BapTiCTIo, Ji-
LEH31HHUMH yMOBaMHU Ta TEPUTOPIATIbLHUM
MOKPHUTTSM, L0 YCKJIaJHIOE MaciTaboBaHe
HAayKOBE BIATBOPEHHS JJIi OKPEMHUX perio-
HiB. KapTu BHCOT JONOBHIOIOTH JaHi IpPO
MICIIE€BICTh, OJTHAK 1XHS TOYHICTH 1 MPOCTO-
pOBE PO3pI3HEHHS BapPIIOIOTh 3AJIEKHO Bif

ceHcopa ta macmrady 30opy manux [3]. Ha
puc. 1 mpencraBineHo kinacuuny 3D-peKoH-
CTPYKIIiI0 00'€KTa, 110 MOMEPEAHBO MOTpPe-
Oye GaraTopakypcHOi 3HOMKH 3 BiTOMUMH
napamerpamMu kamepu. [lomiTHO, mo Ha-
BiTh TPhOX 300pa)K€Hb HE BHCTAYa€ s
noOynoBH sIKicHOT 3D-Moeri.

Opnak mosiBa Bi3yasllbHUX TpaHCOp-
MepiB [4] 1 Benukux HAOOPIB JaHMX Jaja
3MOTY OILIHIOBAaTH ITTMOUHY 3 OJHOTO 300pa-
KCHHSI.

Puc. 1. Kinacuyna pekoHCTpyKIlist 00’ €KTa CI10-
CTEpEKEHHS

[Tonpu e, O1BIIICT CY4YaCHUX MO-
JieJiell MOHOKYJISIPHOI TJIMOMHU HaBUAIHCS
Ha 3arajbHO 3MICTOBHHMX, CHUHTETUYHUX
Habopax mpanux MPI-Sintel [5], Spring [6]
Ta 1HIII, [0 HTPU3BOJAUTH O JOMEHHOTO
3CYBY MiJ 4ac 3aCTOCYBaHHsS /10 CYIyTHH-
KOBHUX CIICH: 3MIHIOIOTHCSI T€OMETPisl, TEK-
CTypH, MacmTad, OCBITJIEHHS; A0 TOrO X
eTaJOHHAa METpUYHa IIMOMHA I 300pa-
xeHb Google Maps HenocTynHa JJis mps-
moi Bamigauii. Tomy meToro po6oTH craio
[IEPEHECEHHs] HaBYaHHS 13 3arajJbHUX Ha-
OOopiB Ha JOMEH CYNyTHUKOBHX 3HIMKIB.
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3anpornoHoBaHe PO3B’si3aHHs mependayvae:
BiA01p MoJeni, 0 HAaHKpaIle aJanTyeThCs
70 BIANOBIJTHUX 3HIMKIB; HaBUYaHHs oOpa-
HOT MOJIeJli Ha BIAKPUTOMY CYIYTHHKOBO-
My Habopi JaHuX 3 TIUOWHOIO; BaJiJaIliio
SIKOCTI TicIsl afanTarii Ta mopiBHSHHS.

AHani3 docnidxeHb ma nocma-
Hoe8Ka npobsemu

Kmacuuni metogu moOymoBu 00’€kTa
Y CTPYKTYPH MICLIEBOCTI OB’ s13aHi 3 (oTO-
rpaMMETpi€l0 Ta AKTUBHUMU CEHCOPAMHU,
30kpema LiDAR, a Takox Ha mugpoBi Moe-
a1 penbedy, 06’ekta, Tomo. Lli meToau 3a-
0e3revyloTh BHCOKY METPUYHY TOYHICTb,
OJIHaK MOTPeOyIoTh 0araTopakypcHoi 3ioM-
KM 3 BIJIOMOIO T€OMETpPIEID KaMepu, ado K
BHCOKOTEXHOJIOTIYHUX CEHCOPIB.

Ha mnportuBary, mMoHOKynspHa abo Xk
OIHOKYJSIpHA OIIIHKA TIUOMHU 300pa)KeHHS
CTajla aKTHUBHO pO3BUBATUCS  YIIPOJOBXK
OCTaHHBOT'O JIECATUIITTSL. Panni
CNN-nigxonu mokasajld MOJKJIHNBICTH BIJTHO-
BJICHHS BIAHOCHOI reoMeTpii cuieHu Oe3 Oa-
ratokaaposoi [7], [8], [9]. [loganbmuii ipo-
rpec 3abe3neuniu Beluki Habopu HaHUX 1
NepexpecHe HaBUaHHS Ha HEOTHOPIIHUX
nanux [10], [11], mo cyTT€BO MOKpaUIUiIo
y3arajbHIOBaHICTh HAa HE3HAWOMHX CIICHAX.
[TapanensHO 3’sBUIMCA ClIELialli30BaHi apxi-
TekTypu ¥ BTpartu [12], [13], [14], saxi mia-
CWJIIOIOTH JIOKQJIbHY JIeTai3aliio Ta cTaliii-
3YIOTh MacIITad, 3CyB.

KntouoBuMm etamom craB mnepexia 1o
BI3yaJIbHUX TpaHchOpMepiB 1 self-supervised
npeacrasieds [15], a B mogansmomy [16],
SKI CYTTEBO MIJBUIIMIM SKICTh O3HaK. Ha
i 6a3i moOyqoBaHO HHU3KY CYyYaCHHUX TJIH-
OMHHUX MOjeJel 3arajibHOr0 MpPU3HAYECHHS:
[17] 3 XxopomM NEpeHOCOM MK JOMEHAMH;
[18], [19], mo MacmiTabye HaBYaHHS Ha Be-
JVKUX JAHWX, B SIKAX BiJICYTHS TIOTICPEIHS
aHoTaIlisl 1 JEMOHCTpYe CTaOUIbHI MexXi
00’€KTIB Ta BUCOKY poOacTHicTh; [20], sike
KOMOIHY€e CWJIBHMH Bi3yalbHUH EHKOAEp 3
BHUCOKOIO PI3KICTIO KOHTYPIB 1 MPaKTUYHOIO
IHTETpaLli€l0 B €EKOCUCTEMY.

PazoMm 13 1um, nepeHeceHHs MOHOKY-
JSIPHUX MOJeNIell y CYNYTHUKOBHH JOMEH
CTHKA€ETHCS 13 CYTTEBUM JOMEHHHM 3CYBOM:
iHII MacmTabu Ta (GOKyCHI BiACTaHi, aHi30-

TPOMisi TEKCTyp, IOBTOPIOBAaHI CTPYKTYpH
3a0y0BH, BapiaTHBHI KyTH 3HOMKH, aTMOC-
depHi edexTH.

Mema cmammi

Mertoto ctarTi € po3poOKka METOJIIB Ta
3ac00iB MOHOKYJISIPHOI OIIIHKU TJIHOWHU JIIst
CYIYTHUKOBUX 2D-300pakeHb 3 M01aJIbIIOI0
I[IJTHOBOIO aaNTAI€l0 HAWKPAIIOi MOJIE1 10
nomeHny optodoto. Pesympratom mocmi-
JUKCHHS € HaBYEHAa HEWpPOHHA MeEpexa, 0
OIIHIOE TJIMOMHY BXITHOTO JBOBHUMIPHOTO
3HIMKY. [[JIsl TOCSTHEHHS MOCTaBJICHOI METH
HEOOX1THO BUPIIIMTH HACTYITHI 3aBIaHHS:

1. Binbip apxiTektyp Helipomepex i
yHidiKalis MOPIBHSHHS: Ha MiJICTaBl
Cy4JacHUX IyOJikamiii BimiOpatu pe-
npe3eHTaTuBHI apxitekrypu MDE;
peani3yBaTu €IMHUN CTaHJIAPTHU30Ba-
HUW 3aMip TOKa3HUKIB Ui TOPiB-
HSTHHS.

2. TlopiBHsanbpHUI aHami3 1 BUOIp Moze-
Ji: TPOBECTH EKCIIEPUMEHTH Ha Cy-
MyTHUKOBUX 3HIMKaxX OJHAaKOBOiI pO3-
JIIBHOT 3/aTHOCTI, OOpaTH MOJENb,
10 HaWKpalie aJanTyeTbes 10 3HIM-
KiB KapTorpa1yH1X CEpBiCiB.

3. IlinpoBa apmanTallis: BUKOHATH Ha-
BUaHHsA OOpaHOi Mojzei Ha JIOMEH-
HOMY Ha0opi OpTO(OTO 3 €TATOHHOIO
IIIMOMHOIO.

4. Bamigamis micns aganTaiii: IpoBeCTH
TECTYBaHHS MOJIEJI Ha BIAMOBIIHUX
BXIOHUX [aHUX; KUIBKICHO OILIIHHUTH
MPUPICT METPHUK 1 SIKICHO MPOLIIOCT-
pYBaTH 3MiHH.

3anpornoHoBaHUN HAyKOBO-
METOAVYHMM anapar NPUAATHUM I CIPO-
LICHO1 3D-peKOHCTPyYKIi 31 2D-
CYITYTHUKOBUX 3HIMKIB 1 MOXE€ CIIyTyBaTH
YHIBEpCAJIbHUM 1HCTPYMEHTOM JJIsl JIOCIIiJI-
HUKIB Ta aHAIITHUKIB.

Buknad ocHoeHoO20 Mamepiany
docidKeHHs

Jlist mopiBHAIBHOTO aHalizy Oyno 00-
paHO TpH PENPE3CHTATHBHI JIHINKK MOIeeH
MOHOKYJISIPHOI OIIIHKH TIIMOMHHU, 11O JEeMOH-
CTPYIOTH Pi3HI MIAXOIU 10 MOOYJIOBU O3HAK
Ta JICKOlyBaHHsI TTHOUHU:

1. Depth Pro [20]. Tpanchopmepna ap-
XITeKTypa 3 Bi3yaJIbHUM EHKOJEPOM
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Ha CAMOHABYEHHUX IPEACTABICHHSIX 1
CHeMiaTi30BaHUM JIEKOAEPOM TIHOu-
HU. BUPI3HAETHCSA BUCOKOIO Pi3KICTIO
KOHTYpIB Ta CTaOUILHOIO T€OMETPI€I0
MIUOWHY, IO BaXKJIMBO AJISL CYIMyTHHU-
KOBHUX CIIEH 13 YITKUMH MEXaMH Jia-
XiB, Opir 1 dacais.

2. Depth-Anything V2 [19]. CimeiicTBO
MOJIEJICH 13 Pi3HOIO MICTKICTIO €HKO-
nepa (ViT-S/B/L). DA-V2 nemoH-
CTPY€ XOpOIIY CTIHKICTh Ha BIIKpH-
TUX JaHUX 1 BUCOKY IIBUIKOIIIO.

3. DPT-Large [11]. IlepeBipenuii 6a3o-
BUH OpIEHTHD 13 TIOPUIAHUM JIEKOJIe-
pomM; mo0Ope MepeHOCUTHCS MIXK JO-
MEHAMHU 3aBISIKH IOTIEPEIHhOMY Ha-
BUaHHIO Ha TETEPOreHHUX Habopax
JTAHHX.

VYciM TphOM MiAX0J1aM BIACTUBO MaTH
TpaHc(hOpMEpHUI €HKOIep, OJTHAK BOHHU BiJI-
PI3HSAIOTHCS JKEpelaMHu Ta OOCSATOM IoTie-
pPEIHBOTO HABUAHHS, OPTaHI3alli€l0 ACKOAepa
i cTparerisiMu  HOpMali3aiii/mMacmrady-
BaHHS TIMOWHM, IO BIUIMBAE Ha y3arajbHe-
HICTb Y CYIIyTHUKOBOMY JOMEHI. 3a pe3yib-
tatramu aHanizy [20], DepthPro ninupye Ha
YacTHHI HaOOpiB JaHUX 1 B CEPEAHBOMY I10O-
Ka3ye Kpall METpPUKHU BiTHOBJICHHS TJIMOU-
HU, TUB. puc. 2. BogHovac jxonHa 3 po3ris-
HYTHX MOJEJIEW HE HaByajacs Ha CYIYTHH-
KOBUX 3HIMKAax, IO 3YMOBJIOE TOMEHHHM
3cyB. ToMy HEOOXIAHO MPOBECTU OLIHKY I
LIbOBY ajanTauilo Ha 2D-CymyTHUKOBUX
3HIMKaX.

MopisHaHH Mofienelt Ha CTaHABPTHIX HaBopax AaHux

** Mogeni
%0150 % % Depthero
B DepthAnything-v2

X DPT-Large
’n A

0.050 W&\ ‘ ‘ T -
0.2 03 04 05 0.6

Yac BUKOHaHHS (C)

Puc. 2. IopiBHsHHS MOJIeJICi HAa CTaHIAPTHUX
HaOopax manux. Habopu gaHux, 1o BUKOPHUCTO-
ByBasuch ais TpenyBanb: NUY, KITTI, ETH3D

Hexait 2 ={1,...,H}x{1,...,W}x3, ne
H = W = 728 - 1ucKpeTHa MaTPUIS TiKCEeTiB
BXIIHOTO KOJILOPOBOTO 300pa)KCHHs, IO
HAJIC)KUTh CYIIYTHUKOBOMY 3HIMKY. Jljs
NPOBEJICHHST TECTyBaHHS Mojeleil  Oyio
chopmoBano HaOip naHux 3 N 3HIMKIB, e
N =100.
D = {Ii}k=1, L: 2~ [1]

ne D - mouaTkoBHid HaOip JaHuX. SKIIo BU-
XimHi (aliam HE MalwTh TOYHOTO PO3MIPY
728x728x3 miKcesiB, BOHH MOMNEPEIHbO Ma-
cmtabyroTbest 10 HxWx3 Ta niHIHHO HOp-
MytoTbhes 110 [0,1].

B po6oTi po3risaeTbcss MHOKHUHA

MOJenen:

M = {DPro,DA-V24,,, DPT-Large} [2]

Iie 1HJIeKCH s, b,l - po3mipu mapiB eHKoJepa
MOJEIi, Big MEHIIOro 10 Oimbmioro. s
OIIIHKK SKOCTI BIATBOPSHHSI MOACI meM,
MA€EMO TIPEIUKTOP:

for: [3]

ne fo,, - HeUpoMepexkeBa Mozenb. I mist k-ro
3HIMKa IPOTHO3 KapTH TINOWHU:

Dy = fo,, () eR™TW [4]

OCK1UJIbKM MOHOKYJISIpHA TJIMOWHA BU-
3Ha4YeHa 3 TOYHICTIO 70 adiHHOTO MEePETBO-
peHHsI, Oe3eTalOHHI METPUKH OOUYHMCIIIOIOTh-
cs1 Ha pob6acTHO HOPMOBaHIH KapTi

T Do e (X)=Q1(Dmk) )
D = clip (Q99(Dm,k)_Q1(Dm,k)+g’ 0.1) 3]
ne Qpo (D) - p- NEpUEHTHIb 3HAYEHD

TeH3opa D;

clip(z,0,1) = min{1, max{0, z}} - okpy-
TJICHHS 3Ha4YeHHs z Jiana3ony [0,1];

£ >0 - g 3amo0ira”ds AUIEHHS Ha
HYJIb.

MeTpUKH OLIIHKH SKOCTI BiATBOPEHHS
[IMOMHHOT KapTH paxyloTbess 3 D (x),
OKpIM YaCTKM BaJ1ITHUX IMIKCETIB Ta EHTPOMii
pO3noaLTy MMUOWHU, BOHU PaxylOThCs 3 CH-
pUX JaHMX KapTu D, (x). JInsg Bu3HaueHHS
SKOCTI BIATBOPEHOTO pE3yJIbTaTy BPaXOBY-
I0ThCSl HACTYITHI METPUKH:

1. OminKa 4acTKHU BajliJHUX MIKCEIIB:

Pyal = ﬁ Vv {XE.Q: isfinite(Dlm, k)} \% [6]
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e 2V HxW - KUIBKICTB HIKCEIIB, xeR.
2. EHTpormis po3noaiiny TTuOnHH

Hp(Dmp) = =i pilog(pi +) [T
ne p; - EMIIIpUYHI IMOBIPHOCTI TiCTOT-
pamu Dy, 3 B = 64 - po30uTTSI ricTorpamy;

e > 0 - i 3an00iradHs IiJIeHHs Ha
HYJIb.
3. Cymapna Bapiailist Ha TKCEeb:
1
TVll - QV¥xen
Jie 8y ,6y - noxinui 3a Cobonem.
4. CepenHiii KOCUHYC KyTa MK HaIpsi-
MaMH T'PaJi€HTIB:

[8]

1

Ca = VY xen(u(x)upx)) [9]
— VY
Ae U= v L+e
. vD
Up = Srbv L+e

5. SIkicTe BinTBOpEeHHS MeX, F'/ Mipa:

[10]

») _ 2TP (»)
B = e M Ep L B

e El()p)(x) =1{vVDmy| 2=t}

ty = Po (VVDpi V. 2);

pe{80,90}.

6. MenianHa HEeB’s3Ka TUIONIMHYU B TAT-

Yax, JIOKaJbHa IJIaHAPHICTh:
Po36uBaemo cueny Ha matyi 64x64 3

KpPOKOM PO30HTTS 64. Y KOKHOMY IaTyi ar-
pokcumyemo D mmomubOo aX + bY +c¢ i
paxyeMo cepeHIO aOCONIOTHY HEB’SI3KY 7.

. 1
Rpl = mediany VY (x yyen Dm k (%,y)——(Ax+bY +c)V
[11]
e I - HeTlepeKpHUBHI MaT4i 64x64;
a, b, c - MHK-omninka nmapameTpiB 1uio-
[IMHY HA 1aTyl.
7. YacoBi XxapaKTEpPUCTHKH

1

1
tm = Ezllg=1 tm,k'FPSm = a [12]

ne tm,k - 9ac poOOTH MOJIel m Ha 30-
OpakeHHi I,.

PosrnsiHemMo Bi3yamizaliro OTpUMaHHUX
pE3yNbTaTiB 32 HABEACHUMH MOJCISMH M,
uB. TaOm 1.

Tabnuus 1. Bizyanizamis pe3yabTatiB sl pO3TIISIHYTUX MOJIEIEH

Mooens Bxione 306pascenns Oyinena kapma enubunu | binapna kapma koumypis 3a
2AUOUHOI0

DA-V2-s

DA-V2-b

DA-V2-1
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Mooenw Bxione 306pasicenns

Oyinena kapma enubuHU

binapna xapma xoumypie 3a
2NUOUHOIO

DPT-]

DP

P
B

Ha ocHOBi Bi3yanbHOi OIIHKK MOKHA
CKa3aTH, 110 HalKpalle aJanToBaHi 10 Cymy-
THUKOBUX JaHux moneni: DA-V2, [ ta DP.
Takox HaBeJIEHO OIIIHKY SIKOCTI PEKOHCTPY-
Kuii y Tabmmmi 2.

Tabmuus 2. [ligcyMKOBI METPUKH SKOCTI

Mertpuka

Pucynox

Cepeﬂm SHEMEHHA METPIKA: YacTka Baninnmx nikcenis

10 Mozeni
: b . W Depth Pro
YacTka BAIITHUX MIKCEIIB == Depthanything-v2 (W)
2Los B DepthAnything-V2 (ViT-B)
g WM DepthAnything-V2 (ViT-Ly
c = DPT-Large
jos
4
]
- 0.4
E
702
0o
0epth P TS g2 \\‘1 B‘ g2 L o a®
o,apm*““ i m m ‘f‘w peptA”

EnTtpomnis po3nozainy rmubunu

Cepenm 3HAYEHHA METPHKM: EH1p0I‘!IFl ranbuHK
351

Moneni

4.0 3.88
= Depth Pro

35 s DepthAnything-V2 (ViT-S)
= DepthAnything-V2 (VIT-B)

3.0 . DepthAnything V2 (ViT-L)
mm DPT-Large

25

20

15

1.0

05

0

s

“ng Nﬂ B \n it A)
P

opTAsee
A

pep™ n P
dmm‘“\“
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Mertpuka Pucynox

CepegHi 3Ha4eHHA MeTpukn: CyMapHa Bapiauia Ha nikcens (TV-L1)
= Mogeni

= Depth Pro

DepthAnything-V2 (VIT-S)

DepthAnything-V2 (ViT-B)

DepthAnything-V2 {VIT-L)

W DPT-Large

o
&

CymapHa Bapiailist Ha TiKceJb

e o e
g 8 2

CymapHa sapiauis Ha nikcens (TV-L1)
°
2

0.00
n P -5 T8 T 1210®
‘:‘E:mv‘“\“q"‘za:an\f‘“‘““'ﬂ\;»““ ! o
e e Def!

CepepHi 3Ha4eHHA meTpuku: CepefHilt KOCMHYC KyTa rpajjieHTis

0.100 0.0899 = Mogeni
bKS . @ = Depth Pro
CepeﬂHlH KOCI/IHyC Ky la Ml)K 5 0.075 DepthAnything-V2 (VIT-S)
HanpsMaMu IpaI[iCHTiB E: 0.050 Siﬁiﬁiﬂiiﬂlﬂiﬁ mﬂ'
E 0.025 DPT-Large
g
£ 0.000
H -0.00698
2 -0.025
E
£ 0050
g
8 -0.075
0100400932
i PYO wit-S T8 Wi \ara®
oep rg 2 g2 ¢ yine2 oFt
pepth pept pepth™
CepeaHi 3Ha4eHHA MeTpUKK: F1 mex (nopir 80-# NepueHTUL)
el Moneni
. . = Depth Pro
SIKiCTb BIITBOPEHHS MEX, '] 020 = DepihAngtning V2 (-5
. == DepthAnything-V2 (ViT-B)
Mlpa mmm DepthAnything-V2 (VIT-L)
015 m== DPT-Large

0.10

0.05

F1 Mex (Nopir 80-A NepUeHTURb)

9 e e

e e o g
029‘“’""““ pepth ! uev"“wqmi

CepeqHi 3Ha4eHHA MeTpukn: MNnocko-nokansHa Hes'f3ka (MepiaHa)
010

— 0.040 De, hn;fﬂe"i
. N = = Depth Pro
Menianna HeB’s13Ka IIJIOMIUHU £ oos = DepthAnyning V2 (T-5)
% s DepthAnything-V2 (VIT-B)
= 0.030 BN DepthAnything-V2 (VIT-L)
B IIaT4aXx, JIOKaJbHA 30 = e
. o
3
IJIaHAPHICTH
% 0.015
g 0.010
2 0.005
2
0.000 ) ) Y
n PO TS T8 i Aaa®
m:;nvmmm\;;\mnww y\.p«\n\lt\-ﬁn‘!"ﬁ S ort
peet peet peet!

CepeaHi 3HaueHHs MeTpuki: Yac obuncnenHs
56

Mopeni
. 35 = Depth Pro
YacoBi xapakTepuUCTHKH (Ha == DaphAnytning V2 (T 5
30 == DepthAnything-V2 (ViT-B)
CPl]) v W DepthAnything-V2 (ViT-L)
2325 = DPT-Large
{
E 20
:
&
c15
:
7
10
5

]

o g 8 NE e
o O a0 e
e
.

et e e

BiamoBigHo 10 pe3ynabTaTiB HaBeAeHUX  neiab DepthPro, Xxo4 1 € MOBUIBbHINIOW. Tomy
y Tabnuii 2, MOXKHA CKa3aTH, [0 Hallkpalie  HACTYITHUM €TaroM Y JOCITIKEHHI € JJOHaB-
3 TIOCTaBJICHOIO 3aJIa4ei0 CIPaBHIACh MO-
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YaHHS JaHOI MOJIETi Ha CYMyTHHKOBUX Ja-
nux US3D [21].

TpenyBanHs Mepexi HPOBOAMIOCH
npoTsirom 20 enox i3 4aCTKOBUM 3aMOPOXKY-
HaByancHa BTpaTa
2.4
2.3
22
21

2.0

BTpaTa Ha TpeHyBaHHi

BrpaTa Ha Baninauii

19

18

17 . i i
15

15.0

10.0 1255 175 20.0

Enoxa

240

235

2.30

220

BaHHSM YacTHMHM eHKojaepa. Icropiro Ha-
BUAHHS Ta METPUKH HABEICHO HA PUCYHKY 3.

Banipauifta BTpaTa

10.0 12.5

Enoxa

25 5.0 7.5

Puc. 3. IcTopist qoHaBYaHHS MOJIEII

bauumo, 1mo Mepeka JOHABYMIACH HA
CYITyTHUKOBOMY HA0OOpi JaHUX, TOMY HACTY-
IMHUM KPOKOM € BaJlifallisi OTPUMAaHHX pe-
3ynbrariB. IlomiTHO, 1O TicAsS HaBYaHHS

Mepeka JIEMOHCTpPYE CTaOUIbHE MOKpAIICH-
Hs, TuB TaOmumio 3. HacTymHUM Kpokom €
3D imoctpanis BiIHOBJIEHOI TeoMeTpii 10
HaBYaHHS Ta MIiCJIs, TUB. TaOIHIO 4.

Tabmuns 3. [opiBHsIHHS pe3yibTariB DepthPro 1o Ta micis JOHABYaHHS

Mopenb Bxiane 300paxxeHHs Ominena kapra rmubuHn | biHapHa KapTa KOHTYpiB
3a TIIMOMHOI0
DP (no
JIOHABYAHHS )
DP (micns
JIOHABYAHHS )
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Tabmuus 4. 3D nopiBHsiHHSA pe3ynbTariB DepthPro 1o Ta micns nonaB4aHHs

Mopens BxinHe 300pakeHHs

TpuBuMipHa TIPOEKITisS

DP (o
JTOHABYAHHS)

DP (micns
JIOHABYAHHS)

BucHoeku

Takum YHHOM, y IIBOMY JOCHIJIKEHHI
pO3pOOJIEHO Ta HABEJEHO METPHKH OLIIHKU
SKOCTI IIPOTHO3YBaHHS MOJIEJN, a TaKOX Ipo-
BEJICHO TIOPIBHSUTBHUMN aHAJII3 Cy4acHUX MOJIe-
Jieli MOHOKYJISIPHOT OLIHKY IMTMOMHU Ha CyIy-
THUKOBUX clieHax. ExcriepuMeHTH mnokaszai,
o DepthPro nponoHye HalKpally y3rojpke-
HICTh TJIMOMHH 3 KOHTYPHOIO CTPYKTYPOIO
300paxxenHs, Depth-Anything V2 (ViT-S) €
HaIIBUIMIUM 32 30€peXeHHs] NPUHHATHOI
akocTi, a DPT-Large 3aiiMae cepeqHio Mo3H-
ifo, 3a0e3neuyround ONTHUMAJIbHHKA OanaHc
MK IIBUAKICTIO Ta TIAKICTIO KapT TIMOUHMU.

VY 10cKoHaJIeHHs] CYMyTHHUKOBOTO J0-
MeHy Mojeni DepthPro Ha BIIKpUTHX OPTO-
doto 3 mapamu Bucotu US3D-JAX 3men-
mujga BalialidHy BTpaTy Ta pO3LIMpUIIA
NTUHAMIYHWAK Iialla30H BIJXHOBJIEHOI IIMOU-
HU. Y TOH ke 4yac CHOCTEepIraeThCcsi KOMIPO-
MIC, SIKHH TO€JHYE MOKPALICHHS JIOKAIbHOI
TUTAHAPHOCTI Ta TJIAJIKOCTI, a TAaKOXK HE3HA4-
HY BTpaTy pi3KocTi apibnmx Mmex. Lle me-

MOHCTPY€ YYTIHUBICTh A0 CKIIaJy HaBYAIbHOT
BUOIPKHU Ta MIAKPECIIOE€ HEOOXIAHICTh pery-
aspuzalii, sika 30epirae mexi. BinTBoproBa-
JIbHI1, IPOCTI B IHTErpanii Ta MacTaboBaHi.
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Ko3auyk O.O.

MOPIBHAJBbHUN AHAJII3 MOHOKYJISIPHOI OIIIHKH
IJIMBUHU CYNNYTHUKOBUX JBOBUMIPHUX 306PAKEHD

B ymosax cmpimxoco 3pocmanus uKOpucmanisi CynymHuKo8ux KapmoepagiuHux cepsicié eunu-
Kae nompebda y npocmux i eqpeKmusHux memooax ma sacoboax nooyoosu 3D (mpusumiphi) pekoncmpyxyii
micyesocmi marouu Ha 6xi0 auwie 2D (0808uMipHi) 3HIMKU, SKI 3a0e3neuyoms 6I0meopro8aHicms i 3icma-
BHICTNb Pe3VIbMamia y NPUKIAOHUX 3a0a4ax micbkoeo ananizy u Haeieayii. MonokyaapHi mooeni npocHo-
3Y8AHHL 2IUOUNU € THCMPYMEHMOM OJisL YOPMANI3ayii MAKUX nPoyecis, OCKIIbKU 0ar0my 3MO2y 8IOHOBIIO-
8amu GIOHOCHY CMPYKMYpPY CYeHu, no0aryu Ha 6Xi0 MIHIMATbHUL 00CsAe 6XIOHUX OAHUX, WO 00NoMa2ae
oyinoeamu penved) i eucomui xowmpacmu 00 ’ckmis. Ilonpu Haseuwicms cepsicis, wo 003804H0Mb
ompumamuy mpusuUMipHe CynymHuKoge 300padcenis, ix 0OMediceHHsAM € me, Wo 8OHU ad0 KoMepYitHuMU
abo, wo He npayrwroms Ha mepumopii Ykpainu. Came momy cmasumuvcsa 3a80anHsa y no0y006i maxoi
Mooerni, wo 003601ums supiwumu yi npobaemu. Y pobomi po3ensidaiomscs nonepeonbo Hagueni Mooeli
ma ix npukiaoHe 3ACMOCY8AHHA HA CYNYMHUKOBUX 300padicenHsax. Posenanymi moodeni Oynu nagueni na
PI3HUX HAOOPAX OAHUX, MOMY NPOBOOUNACH OYIHKA AKOCI PEKOHCPYKYIT HA NONepeoHbo HABYEHUX MO-
Oensx, 6i00Ip 3a AKICMIO MA HABUAHHS HA HAOOPI OAHUX CYNYMHUKOSUX 300padxceks. Pesynbmamu doci-
OJICEHHS MOCYMb OYymu BUKOPUCINAHT 01 NOOYO08U MemOdi8 Hagieayii JiMaibHUx anapamis, peKoHCH-
PYKYii, ananizy micyesocmi ma 003601410Mmb 3pooumu npocmiwty i weuouty 3D pexoncmpykyito 008ib-
HO20 00 ’€Kma, xoua NnOCMynacmvcsl 3a MOUYHICIIO PecypcomMicmkum memooam. Bapmo 3aysasicumu, wo
3aNPONOHOBAHA MEMOOUKA O0360IA€E BNPOBAVNCYBATU PE3YTbMAMU HA NPUKIAOHT 3a0aUi IHUL020 0oMe-
ny. Bona € 6i0meopioganoio, npocmoro y GUKOPUCMAHKI ma NPUOAmHoI0 O0isk NOOAIbUO20 MACUMAO Y-
6anHsL Ha OLnbuwE 6UOIPKU T 3a0a4i MEMPUUHO20 KAAIOPYEAHHSL.

Kntouosi cnoea: MoHOKyIsipHa oyinKa nubUHU, CYynymHuKosi soopasicenns; mempuku,; DepthPro;
Depth-Anything V2; DPT-Large; US3D,; 3D-pexoncmpyxyis, Google Maps.

Kozachuk O.0O.

COMPARATIVE ANALYSIS OF MONOCULAR DEPTH ESTIMATION IN
SATELLITE TWO-DIMENSIONAL IMAGES

With the rapid growth in the use of satellite mapping services, there is a need for simple and
effective methods and means of constructing 3D (three-dimensional) reconstructions of terrain using only
2D (two-dimensional) images as input, which ensure the reproducibility and comparability of results in
applied urban analysis and navigation tasks. Monocular depth prediction models are a tool for
formalizing such processes, as they allow the relative structure of a scene to be reconstructed with a
minimum amount of input data, which helps to assess the relief and height contrasts of objects. Despite
the availability of services that allow obtaining three-dimensional satellite images, their limitation is that
they are either commercial or do not work in Ukraine. That is why the task is set to build such a model
that will solve these problems. The paper considers pre-trained models and their application to satellite
images. The models considered were trained on different datasets, so the quality of reconstruction was
evaluated on pre-trained models, selected by quality, and trained on a dataset of satellite images. The
results of the study can be used to develop methods for aircraft navigation, reconstruction, and terrain
analysis, and allow for simpler and faster 3D reconstruction of arbitrary objects, although they are
inferior in accuracy to resource-intensive methods. It should be noted that the proposed methodology
allows the results to be applied to applied problems in other domains. It is reproducible, easy to use, and
suitable for further scaling to larger samples and metric calibration problems.

Keywords: monocular depth estimation; satellite images, metrics; DepthPro; Depth-Anything
V2, DPT-Large; US3D, 3D reconstruction, Google Maps.



