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Bcmyn

[Tporpamuo Bu3HaueHi mMepexi (SDN)
3a0e3MevyyloTh  THYYKe  IIGHTpalli30BaHe
KepyBaHHS  TpadikoM  3a  paxyHOK

BiJIOKPEMJICHHSI KOHTPOJIBHOI TUIOIIWHYU BiJ
TUTONIMHU JaHUX, IO CIPOIIYE peari3alliro
nomituk QoS 1 mepexxeBux cepsiciB [1-3].
[Tpore uentpamizoBana apxitekrypa SDN
CTBOPIOE KPUTHUYHI TOYKH BIJIMOBH: y pasi
DDoS-ataku mepeBaHTaXeHHS KOHTpoOJepa
3allUTaMUd Ha CTBOPEHHS TIOTOKIB MOXeE
napaiizyBaTd poOOTy Bciel mepexi [4—6].
3rigHo 3 gocuipkeHHsMu [7-9], DDoS-
aTaKkW 3aJIAINAIOTHCS OJHIEI0 3 HAWIOIIH-

peHimux  kiGep3arpo3, a  KUIbKICTb
iHmuaeHTiB y SDN-cepemoBumax 3pocTae
IOPOKY.

Icuyroui meronu nerekryBaHHs DDoS-
atak y SDN Mo’kHa MOJALTUTH HA CUTHATYPHI
(3 BUKOPHUCTAHHSIM TJAUMOOKOT  I1HCHEKIIiT
nakeriB — DPI) ta anomaniiiHi (Ha OCHOBI
aHai3y  CTaTUCTHYHHX  XapaKTePUCTUK
Tpadiky). DPI-metonu JI03BOJISAIOTH
IIeHTU(IKYBaTH BIJOMI IIA0JIOHU aTak 3
BHUCOKOIO TouHicTiO [10, 11], ame He 3maTHi
po3IMi3HaTH HOB1 a00 MOAM(IKOBaHI aTakH, a

TaKOX CTBOPIOIOTH JI0IATKOBE
HaBaHTa)X€HHS Ha KoHTposiep SDN [12]. ¥V
CBOIO 4yepry, CTaTUCTHYHI METOOU

0a3yrOThCA Ha aHalli3l 3MIH IHTEHCHBHOCTI,
eHTpornii yn camonoaiOHocTi Tpadiky [13,
14], mo 103BOIsIE€ BUSABIIATH HABITh HEBIIOMI
aTaky, aje  YacTo  CYNPOBOJDKYETHCS
XUOHUMU CITPAIIOBAaHHSIMU YePe3 CKIIATHICTh
BUOOPY MOPOTiB.

Metoro  poOOTH €  IIiJIBHINCHHS
JIOCTOBIpHOCTI  BHsiBIeHHsa DDoS-atak 1
BimMoOBoOcCTiliKOCcTI  SDN-Mepexk  IIIsTXoM
IO€HAHHS  TOBEAIHKOBOTO  aHali3y Ha
OCHOBI iHJeKcy Xepcra 3 BuOipkoBum DPI.
Taxkuil miaxig JO3BOJISIE IIBUIKO BUSBIATU
aHoMauii B Tpadiky Ta MiATBEPIKYBaTH iX
CUTHAaTYPHUM  aHAJII30M  JdOie  JUId
T 03PLTUX IIOTOKIB, MIHIMI3yIOUH
00YHCITIOBAJIBHI BUTPATH.

Oe2is10 icHyrYuX piweHb

Hocmipkennss tpadiky B Ethernet i
WAN-Mepexxax NoKasaid, 0 MEpeKeBUI
Tpaik Mae BIACTMBOCTI CaMOIOJIIOHOCTI
(self-similarity) 1 mgoBrowacHoi 3ajeXHOCTI
(LRD) [12]. Li BmacTUBOCTI OMUCYHOTHCS
ingexcom Xepcra (H), sixuii xapaxrtepusye
CTyniHb camomnoaioHocTi. /L1 HopMmanbHOTO
Tpaixy H 3a3Buuail crtaHoButh 0.6—0.9,
TOJNI SIK JUIsl BHIQJAKOBUX MPOLECIB —
omu3zpko 0.5 [12]. Ilim gwac DDoS-artak
CTPYKTypa Tpadiky pi3KO 3MIHIOETbCS, a
3HaueHHs H 3Hmkyetbcss 10 0.5 yepes
BTPaTy JOBIOTPUBAJIMX KOPEAWIA Mk
maketamu [13—15].

[lepmi  poGoTH 3  BHUKOPUCTAHHS
iHIekcy Xepcra Uil BHSBIEHHs arak [13,
14] MoKa3aJu, 110 MOHITOPUHT

caMoItogi0OHoCTI H03BOJIsIE BUABIIITH DDoS
HaBiTh 0€3 aHali3y BMICTYy TakKeTiB. Y
nocmimkenni Hoque Tta iH. [14] nmoBexneHo,
mo Hurst-anamiz 3a6esneuye 10 97 %

TOYHOCTI npu BHSIBJICHHI SIK
BHCOKOIIBHAKICHUX, TaK 1 <«IOBUIBHUX)
aTak. [Tomanpmri pobotu [15-17]
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Hurst-
1HAMKaTOpa

1 ITBEPIUITH e(hEeKTUBHICTH
MOHITOPHUHTY K IIBUIKOTO
anomauiit y SDN.

Opnnak iHmexc Xepcra cam 1o cobi He
JI03BOJIsIE  KJIacu(iKyBaTH TUN aTakd. Tomy
CydJacHi cucteMd KoMmOiHytoTh Hurst-ananis 3
THIITAMHA 3acobamu: EHTPOIHHUMHI
KkputepisMu  [17], HEHpOHHUMH MOJAECISAMH
[21-22] a6o riopuaaumu DPI-ginerpamu [23—
24]. HaiiOutpIn yHiBepCaIbHUM JUISl OHJIAMH-
MoHiTOpuHTY € Meton R/S (rescaled range),
mo 3abe3nedye OamaHC MK TOYHICTIO Ta
mBuakomiero  [12].  Came med  miaxin
BUKOPUCTAHO Y 3allPONIOHOBaHIN poOoTi.

Komb6iHoeaHul nioxid 3 eukopu-
cmaHHsIM iHOekcy Xepcma ma DPI

3anponoHOBaHO JIBOPIBHEBY MOJIENb
JETEKTYBaHHSA, IO TIOEIHYE TOBEIIHKOBUI
aHayi3 Ha OCHOBI iHAekcy XepcTa (mepiuit
piBeHb) 1 BHOIPKOBY TJIHOOKY I1HCHEKIIiO
MaKeTiB (ApYyruil piBeHb).

Jns 3rmajkyBaHHS KOPOTKUX (DIIyKTyarii

BUKOPHUCTOBYETHCS KOB3HE cepemHe
3HA4YeHHs TpadiKy:
w
_ 1 .
x(t) = W x(t—1),
=1
D
ne x(t) — KiTbKICTh MAKeTiB 3a iHTEpBal
yacy t, a W — mupuHa BikHa.
Slkimo MmOTOYHA 1HTEHCUBHICTH CYTTEBO

MIEPEBUIILYE CEPEIHE 3HAUCHHS, 1 TIPU [[OMY
iHAEKC XepcTa majae HiK4e Mopory:
H(t) < Iz;(;se AH’J:[e oo
3HAYEHHS JJ1s1 HOpMasibHOTO Tpadiky (= 0.7),
AH — noporoge BiaxwieHHs (= 0.1-0.15), cu-
cre-Ma (PIKCye MOXKIIMBY aTaKy Ta 3aIlycKae
DPL

Jns KOXKHOTO MiO3pLIOr0  MOTOKY
BUOIPKOBO aHami3yeTbcs He Outbiie 1-3 %
naketiB. DPI BusiBnsie curHaTypu BiIOMHX
atak  (HTTP GET  Flood, DNS
Amplification, SYN Flood) abo anomanbHi

0a3oBe

natepuu 3arojiioBkiB [10, 11, 19]. bnok
CXeMa  aJIropuTMy  BHSBJICHHS  aTak
300pakeHa Ha puc. 1.

Axmo 30ir 3HaAHACHO, KOHTPOJIEP

aBTOMATHUYHO:

e3Hmkye kBory y  Class-Based
Queuing (CBQ);

e ITIJIBUIIYE HWMOBIPHICTh BIJIKHIAHHS
nakeTiB y WRED;

e mizBumye npioputer VolP/Video-
Tpadiky.

TakuM YMHOM, KOHTpPOJIEp HE JIMIIE
BUSIBJISIE aTaKy, ajie i pearye B peaJbHOMY
yaci, 30epiraroun QoS KpUTHYHUX CEPBICIB.

Pe3ynbmamu ekcnepumeHmie

Jlns mepeBipku €(heKTUBHOCTI MiAXOTy
Oynu mpoBe/eHI eKCIepUMEHTAIbHI BUIIPO-
OyBaHHS B TECTOBOMY cepeaoBwii. bymo
3MO/I€TIbOBAHO TUTIOBY TOTIOJIOTIIO
JataueHTpy 3 1 koHtposepom, 10
komytaropiB OpenFlow i ~100 BipTyanbHuX
XOCTIB, 110 reHepyBallu Tpadik.
HopMmanwsauii Tpadik ckimamgaBcs 3 BeO-ceciit
HTTP, notokoBoro Bigeo (RTSP) ta DNS-
3alUTIB, IO CTBOPIOBAJIO CaMOIOMIOHUI
¢don 13 H=0.72. Ha upomy oHi
3MIACHIOBAJIUCS 1H €Ki PI3HUX BHIIB aTaK:
BUCOKOIIIBUAKICHA UDP-bnayn aTraka
(imiroBano  GotHer i3 50  By3imiB),
Hu3pkomBuakicHa Slowloris-ataka Ha BeO-
ceprep, a Takoxk Turoa DNS

B xoxi UDP-¢dayn ataku 3HadeHnus H
pizko Bnaio 3 0.72 ngo ~0.55 mporsarom
nepmux 2 CeKyHJ arakd, M0 YiTKO
CUTHAI3yBaJO MPO aHOMANi0. Y BHUMAAKY
noBuTbHOT araku Slowloris cnag H Oy
MeHIn BupaxeHuM (10 ~0.60), ane Bce 0HO
BUxoauB 3a Mexi Hopmu. Jus DNS
Amplification cnocrepiranocs konuBaHus H
Ha piBHI 0.58—0.62 BHACIIOK MEPiOANIHHUX
xBWiIb Tpadiky. B ycix Bumaagkax Bu-
KOPHUCTAHHS TUIBKH TIOPOTOBOTO KOHTPOJIIO
H 103BONSIIO BUSIBUTH TOYATOK aTaku (3
MIEBHOIO 3aTPUMKOIO /10 | ¢) — *oJHa aTaka
He Tmpoimua HenoMiuenoro — Hurst-mo-
HitopoMm. OfHaK 1JI MOBUIBHOI aTaku Oy
3aikcoBaHi 1 XuOHI CIpalbOBYBAaHHS:
KOPOTKI 3HW)XEHHs H Tpammsumacs 1 3a
BIICYTHOCTI ~ aTaku  (4epe3  CIUIECKHU
JEriTAMHOTO  BimeoTpadiky), MO M-
TBEPAKYE HEOOXI1THICTh JI0J1aTKOBOI1
nepeBipku. ['padik 3MiH iHIEeKCca XepeTa npu
PI3HUX BUAAX aTak 300pakeHo Ha pHc. 2.



Ipobnemu inpopmamuzayii ma ynpasninnus, 3(83) 2025 89

ModaToK

OTpuMaHHA
nakeTy

36ip
CTATHCTHMKK Ta
ofurcnesHa Hit)

CemnniosasHA
Tpatpiky Ta DPI
Knacuchikawia

ATaka nigTeepaxeHa’?

JacToCyBaHHA
CBQ ma WRED
obpobm

Kineus

Puc. I — Bnok-cxema anzopummy
BUABNEHHS MA PeazyeanHts
na DDoS-amaxu ¢ SDN

[Tpu cnpamoBanni Hurst-tpurepy Ham
DPI-monyns anamizyBaB 1o 20 makertiB 3
HaAMOUTBII AKTHBHUX MOTOKIB. B
excriepumenTax DPI ycmimmno inenTudikyBas
xapaktep ataku B 97% BumaakiB. 30Kpema,
UDP-¢yn OyB pO3Mi3HaHUH 1o
XapaKTepHOMY IIA0JOHY HABaHTaKEHHS 1
HekopekTHuM UDP-nakeram, Slowloris — mo
BeJIMKil kitbkocTi HenoBHuX HTTP-3anuTis, a
DNS Amplification — 1o aHOMaJIbHO
BHCOKOMY DIBHIO OJIHAKOBUX BIIIOBiICH BiJ
Bimkputx DNS-pesonBepis. ¥ 3% Bumazkis
DPI nwe BumaB curHatypHoro 30iry (B
OCHOBHOMY Ha moyartkoBiii ¢a3i Slowloris,
Komu Tpadik Ie Majuii), MpoTe MOBTOPHE
CrpalbOBYBaHHA H 3rofioM IMpU3BOIMIIO 10
BUSBJICHHS. BaxkiuBo, 1m0 jkoxHe XuOHe
crnpanboByBaHHsd Hurst-MoHiTOpa He Oyno
€CKaJIOBaHO B TPHBOTY: y BHIIaJKax, Komu H
3HIKYBaBcs depe3 Jeritumauil Tpadik, DPI
HE 3HaXOJMB aHOMAJIH 1 cucTeMa MpaBHIBHO
IHTEpIIpETyBala CHUTYallll0 SK BIICYTHICTh
araku. [y MOpiBHSAHHSA, YUCTO CUTHATYpHHN
Mmeron (0e3 Hurst-MOHITOPHHIY) IpPOIYCTHB
Slowloris-ataky, moku ii mabgoH He OyB SBHO
NPOSIBJICHUH, @ YACTO aHOMAJIITHUI METOJ| Ha
OCHOBI TIOpory Tpadiky daB 2 MOMUIKOBUX
CIIPAIIOBaHb.

3aa1s  OUWIHKM — HAKJIAJHUX  BUTpAT,
BUMIpIOBaBCsl yac peakuii cucremu. Cepenne
yacy crpamoBans Hurst-tpurepa ckiano
~1.2 ¢ BiA moyaTKy aTaku (y BUMAAKY PI3KUX
¢dnan-arak — menme 1 c). Anamiz 20 makeTiB
DPI saiiumae Ommsbko 5-10mc, 1mo He
CTBOPIOE TIOMITHOTO BIUIMBY Ha pobOoTy
KOHTpOJIEpa.

3arajgomM, KOMOIHOBaHHMH  aJITOPUTM
BUSIBJICHHS CIIOBILIAB PO aTaKy NpoTsiroM l—
2 ¢ Bif 11 MOYATKY, 110 € IUTKOM MPUHHATHUM
pe3ysbTaToM IS HPaKTUYHOTO
3aCTOCYBaHHsS, BPaxOBYIOUM CEpeAHii uyac
posroprannas DDoS-arak. Cucrema ycminiHo
npalffoBaja B peajJbHOMY 4aci Ha KOHTpOJepi
31 3BUYAHHUMH XapakTepucTUKamH (4 sapa
CPU, &8Ib RAM). Takum YHHOM,
3aMpONOHOBAHUM TIAXIJ € JOCHUTh JIETKO-
BaruM 1 NPHJIATHUM Ui BIIPOBA/KCHHS B
icayroui  SDN-pimenns 0e3  cmerriamizo-
BAHOT'0 anapaTHOro 3a0e3MeueHHs.
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Puc. 2 — Jlunamixa inoexcy Xepcma nio uac pisnux munie DDoS-amax (UDP Flood, Slowloris, DNS
Amplification).
BucHoeku OPUIATHUM [UIsl TPAKTHYHOI 1HTerpamii y
Y pobori mnpexacraBieHo KoMmOiHO-  SDN-koHTposEpH oe3 norpedn B

BaHMM MeTon BusiBlieHHa DDoS-atak y
nporpamMHO Bu3HaueHHX Mepexax (SDN),
KU MOEHY€E MOBEIIHKOBUIN aHami3 Tpadiky
Ha OCHOBI IHJEKCY XepcTra 3 BHOIPKOBOIO
rookor iHcnekiiero nakeris (DPI).

IIpoBenene €KCIIEpUMEHTAJIbHE
MOJIETIIOBaHHsI y cepenoBuili Mininet +
Floodlight  miaTBepmmno  edekTUBHICTH

3aMpOTNIOHOBAHOTO MiIXOMdY.

Otpumani pe3yiabTaTH MOKa3aiH, 110
3HIKEHHA 1HJekcy Xepcra Ha 10—-15 % Bifg
0a30BOro piBHSA JIOCTOBIPHO BKa3zye Ha
nmouatrok DDoS-araku, a moegnands 3 DPI
JIO3BOJISIE YTOYHIOBATH 11 TUIl Ta YHHUKATH
MOMHJIKOBUX TPUBOT.

YV nopiBHSAHHI 3 OKPEMUMH M1AXO0JaMU:

e 3arajgbHa TOYHICTH BUSBJICHHS 3pOCiia
10 94 %, mo Ha 7-9 % BUIIE, HIXK Y
TpaauLiHHUX METO/IIB;

e KUIBKICTh XWOHHMX CHpalbOBYBaHb
CKOpOUYEHO Ha = 67 %;

e CEpeIHIN Yac peakilii 3SMEHIIIEHO Ha ~
35 % (mo 1.6-2 ¢);

e HABAHTAXEHHS KOHTpOJIEpa 3HUKEHO
Ha =~ 30 % (mo 89 % CPU);

e QoS xkpurnunux ceppiciB (VolP,
Video) min 4dac arak 30epekeHo Ha
piBHI ToHa 95 % BiJ HOMIHAJIBHOTO.

Taxum YUHOM, 3aIPONIOHOBAHUMN
METOI JIEMOHCTPYE 30aJIaHCOBaHE
MOCOHAHHSA  TOYHOCTI, IIBHAKOMII  Ta

pecypcHOi e(eKTUBHOCTI, 0 POOUTH HOTro

anmapaTHOMY MIPUCKOPEHHI.

Otpumani pe3ynbTaTH CBiAYaTh, IO
[IOBEIIHKOBUI Hurst-moHiTOpHUHT €
HAJIWHUM  IHAMKATOPOM  aHOMANiil y
Tpadiky, a Bubipkosuii DPI — edexruBaum
MEXaHI3MOM IiITBEPKEHHS aTaKu.

[Momanpun  JOCHIKEHHS  JOLLUIBHO
COpsMYBaTH Ha  aJanTailiil0  [MOPOTOBUX
3Ha4eHb 1HAEGKCY XepcTa 10 JAUHAMIKH
HaBaHTWKEHHS  MEpexi, BUKOPHUCTAHHS
MAIIMHHOTO HABYaHHS Ui aBTOMATHYHOTO
KOPUTYBAaHHS MapaMeTpiB 1 po3LIMPEHHs 0a3u
curHaryp DPI miis HoBux tumniB DDoS-arak.
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Kynaaxkos 1O. O., O603umuii /I. M.
METO/ BUABJIEHHA DDOS-ATAK Y ITIPOI'PAMHO BU3HAYEHUX MEPE/KAX
HA OCHOBI ITHAEKCY XEPCTA TA TEXHOJIOT'TI TTTMBUHHOI' O AHAJII3Y
ITAKETIB

Y ecmammi pozensanymo npobnemy ceéoeuacnozo eusaenenns DDoS-amax y npozpamno
suznauenux mepedxcax (SDN), oe yewmpanizosana apximexmypa KOHMpOAEpa CMBOPIOE
KpUMUYHy mMOYKY 6iOMOBU 6 YMO08AaX 3pOCManHA o00cazie mpa@iky. 3anpononosano
KOMOIHOBAHULI MemoO OemeKmy8aHHs, W0 MNOEOHYE NOBEOIHKO8Ull ananiz mpagiky 3a
inoexcom Xepcma 3 6ubipkosoio enubokor incnekyieto nakemie (DPI). I1ioxio nepedbauac
OUHAMIYHe BU3HAYEHHS. AHOMAIL HA OCHOBI 3HUINCEHHS NOKAZHUKA CAMON00IOHOCmI mpagiky
ma nooanvuie YMOYHEHHs MUny amaxu 3a OO0NOMO2010 CUSHAMYPHO20 auanizy. Memoo
inmezposano y koumponvhy niowuny SDN 3 euxopucmanusam mexanizmie CBQ i WRED ona
aoanmueHo20 KepysauHs uepeamu. Excnepumenmanvhi 0ocniosxcenus 6 cepedosuwyi Mininet
+ Floodlight niomeepounu, wo xombinosanuti Hurst—DPI nioxio 3abe3neyye nioguujerHs
mouHocmi eusAeneHHs amax 00 94 %, ckopouenns uacy peaxyii Ha 35 % i 3MeHWEeHH XUOHUX
cnpaybosyearv Ha 67 % NopieHAHO 3 MPAOUYIUHUMU MeMOOaMU. 3anponoHo8anull aieopumm
00360.1a€ nidsuwumu giomogocmitikicmo SDN-mepedxc i 36epecmu AKicmb 00C1y208Y8aHHS
KpumuyHux cepgicis y pazi DDoS-nasanmasicenms.

Knrouoei cnosa: npoecpamno susnaueni mepedici, DDoS, inoexc Xepcma, DPI, QoS,
8I0MOBOCMIUKICMb.
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METHOD FOR DETECTION OF DDOS ATTACKS IN SOFTWARE-DEFINED
NETWORKS BASED ON THE HURST INDEX AND DEEP PACKET INSPECTION
TECHNOLOGY

The article considers the problem of timely detection of DDoS attacks in software-
defined networks (SDN), where the centralized controller architecture creates a critical point
of failure in conditions of increasing traffic volumes. A combined detection method is
proposed, which combines behavioral analysis of traffic using the Hurst index with selective
deep packet inspection (DPI). The approach involves dynamic detection of anomalies based
on a decrease in the traffic self-similarity index and further refinement of the attack type
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using signature analysis. The method is integrated into the SDN control plane using CBQ and
WRED mechanisms for adaptive queue management. Experimental studies in the Mininet +
Floodlight environment confirmed that the combined Hurst—DPI approach provides an
increase in attack detection accuracy up to 94%, a reduction in response time by 35%, and a
reduction in false positives by 67% compared to traditional methods. The proposed algorithm
allows to increase the fault tolerance of SDN networks and maintain the quality of service of

critical services in the event of DDoS load.
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1. Introduction

1.1.Problem Context and Mo-
tivation

Distributed computing systems
increasingly rely on heterogeneous nodes
with varying capabilities, ranging from high-
performance servers to resource-constrained
edge devices. Efficient task allocation in
such environments requires sophisticated
mechanisms capable of matching task
requirements to node characteristics while
accounting for dynamic system conditions.
Traditional scheduling algorithms employ
fixed rules and heuristics that prove unable
to adapt to changing workload patterns,
network conditions, and resource
availability. Machine learning approaches
offer data-driven solutions that learn from
historical patterns and node telemetry,
enabling adaptive decision-making in
complex distributed environments. Neural

networks have emerged as particularly
promising tools for capturing complex
relationships between node attributes and
task execution success. However,
architecture selection significantly impacts
not only prediction performance but also
computational efficiency, training
requirements, and deployment feasibility in
production environments. Despite growing
interest in Al-based scheduling, limited
research exists comparing different neural
architectures  specifically for resource
allocation tasks. This study addresses this
gap through systematic comparison of
Convolutional Neural Network (CNN) and
Multilayer Perceptron (MLP) architectures
for node suitability classification in
distributed computing systems. [15]

1.2. Research Objectives and
Scope

The primary goal of this research is to
evaluate CNN and MLP performance for



