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The rapid development of e-commerce
and the growing number of users make us se-
riously think about the security problems of
open data transmission channels. The absence
of governing bodies has led to the fact that
each member of the network must take care of
its own security [1].

Connecting to open (global) networks,
such as the Internet, significantly increases
the efficiency of work and opens up many
new opportunities. At the same time, care
must be taken to create a system for protecting
information resources from those who want to
use, modify or simply destroy them. Infor-
mation security involves maintaining the in-
tegrity, availability and, if necessary, confi-
dentiality of information and resources used
to enter, store, process and transmit data. To
solve the complex problem of protection, a
combination of legislative, organizational and
software and technical measures is necessary

[2].

This article is devoted to the influence
of the specifics of open networks on solving
the problems of ensuring the security of data
transmission and creating libraries based on
the best algorithms. It is shown how the fea-
tures of the data affected the development of
modern algorithms for their encryption [2,3].

Absolutely secure algorithms have ex-
isted for a long time, but have not yet found
wide application in open networks.

The first absolutely secure algorithm
was the Vernam algorithm, and its theoretical
justification was developed by Shannon [4,5].

The maximum possible uncertainty of a
fixed-size data block is reached when all pos-
sible values of this block are equally probable.
In this case, it is equal to the block size in bits.
Thus, the uncertainty of the key K does not
exceed its length:

H(K)K.

The absolute strength condition for ci-
phers that satisfy the Kirchhoff principle,
|K| H(K) = H(E) H(T) = |T|, where E is the
cipher and T is the original data.

In order for a cipher built according to
the Kirchhoff principle to be absolutely se-
cure, it is necessary that the size of the key
used for encryption be no less than the size of
the data being encrypted, i.e.

K] [T].

Exact equality is possible only if all
possible values of the key are equally proba-
ble. This is equivalent to the condition that the
key bits are equally likely and statistically in-
dependent of each other [6,8].

An example of an absolutely secure ci-
pher is Vernam's one-time gamma - imposing,
with the help of some binary operation T °, on
open data T a key K of the same size, com-
posed of statistically independent bits that
take on possible values with the same proba-
bility:

T=T°K.

The operation used to overlay the
gamma must satisfy the following conditions:
the encryption equation must be uniquely
solvable with respect to open data with known
encrypted and key; key with known open and
encrypted data.

For this reason, the most convenient op-
eration to implement is usually chosen — bit-
wise modulo 2 summation (or bitwise exclu-
sive OR), since it: 1) requires the simplest
logic of all possible operations for its imple-
mentation; 2) inverse to itself, so the same
procedure is used for encryption and decryp-
tion [6,7].

Another, absolutely stable algorithm is
the family of notepad algorithms. At the pre-
liminary stage, “notebooks” are exchanged,
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representing an excess set of characters that
can be used when transmitting a message. An
example of such a notebook would be a book
or a jumbled piece of information (preferred).
At the stage of encryption, each character of
the ciphered text is compared to different po-
sitions of this character in the notepad. Con-
sequently, the absolute uncertainty of the
transmitted information is achieved [8,9].
Thus, absolutely strong ciphers require
the use of a key that is at least as large as the
data being encrypted. Both the sender and the
recipient must have this key, that is, it must
first be delivered to them, and this requires a
secure channel. Along with a potentially inse-
cure channel for the transmission of encrypted
data, the existence of a secure channel is nec-
essary for the transmission of the same key
size. This is not always acceptable for eco-
nomic reasons, so such systems are used only
in exceptional cases to protect information of
particular value. The vast majority of real en-
crypted communication systems use algo-
rithms that do not have absolute security and
are therefore called imperfect ciphers [9,10].
The unavailability of the algorithm does
not increase the security of the cipher; open
algorithms are accepted as the standard.
There is no way to get the exact value
of the complexity of cryptanalysis. All esti-
mates are based on tests of cipher resistance
to currently known types of cryptanalysis, and
there is no guarantee that new analysis meth-
ods will not be developed in the near future
that significantly reduce labor intensity. What
has been said above means that, given the cur-
rent state of affairs in cryptography, the secu-
rity of absolutely all ciphers, with the excep-
tion of perfect ciphers, cannot be substanti-
ated by evidence. Instead, it is empirically
substantiated as resistance to the types of
cryptanalysis known today, but no one can
guarantee that tomorrow a type of cryptanal-
ysis will not be invented that is successful for
this particular cipher. That's why you should
not trust the "latest ciphers" — they have not
passed the test of time. For the same reason, it
IS not wise to trust cryptalgorithms that their
authors keep secret — even in the absence of
"hatchholes™ maliciously left there, there is

absolutely no guarantee that the algorithm has
been investigated with all the necessary thor-
oughness. An example of a cipher proposed
for implementation without disclosing its al-
gorithm is Clipper from the US NSA. The re-
quirement for the reconfigurability of the al-
gorithm appears due to the fact that sooner or
later the attacker may have at his disposal a
description of the algorithm, its software or
hardware implementation. In order not to
have to completely replace the algorithm in
this case, it must contain an easily replaceable
part in all encryption nodes where it is used.
This leads to the Kirchhoff principle: a cipher
is defined as a parameterized algorithm con-
sisting of a procedural part, that is, a descrip-
tion of exactly what operations and in what
sequence are performed on the encrypted
data, and parameters — various data elements
used in the transformations. Disclosure of
only the procedural part should not lead to an
increase in the probability of successful de-
cryption of the message by an attacker above
the allowable limit. For this reason, and be-
cause declassification of this part is quite
likely in itself, there is little point in keeping
it secret. Some part of the parameters of the
algorithm, which is called the cipher key, is
kept secret:
T=E(T)=EK(T),

where K is the cipher key.

Using the Kirchhoff principle allows us
to draw some conclusions about the construc-
tion of ciphers. The disclosure of a specific ci-
pher (algorithm and key) does not lead to the
need to completely replace the implementa-
tion of the entire algorithm, it is enough to re-
place only the disclosed key. Keys can be al-
ienated from other components of the encryp-
tion system (stored separately from the imple-
mentation of the algorithm, in a more secure
place) and loaded only as needed and for the
duration of the encryption (this significantly
increases the reliability of the system as a
whole). It becomes possible to accurately es-
timate the "degree of uncertainty™ of the en-
cryption algorithm — it is simply equal to the
uncertainty of the key used:

H(EK) = H(K).



Accordingly, it becomes possible to es-
timate the probability and complexity of suc-
cessful decryption, that is, the amount of com-
putational work that needs to be done for this
[8,9].

The vast majority of processors have a
32-bit architecture, which imposes its own
limitations on the software implementation of
the cipher. For comparison, we present the
characteristics of Russian GOST 28147-89
(hereinafter referred to as GOST) and Ameri-
can (DES) standards developed at approxi-
mately the same time (tab. 1).

Table 1. DES Algorithm Data Encryption Stand-
ard. DES Features Block cipher, 64 bits per block
64-bit key, with only 56 bits effective ECB mode
and CBC mode.

PARAMETR GOST DES
1. Encryption block size (g4 pits 64 bits
2. Key length 256 bits (56 bits
3. Number of rounds 32 16
4. Substitution nodes (S- | are not fived
blocks) fixed
5. Key length for one
6. Scheme for generating Simple Complex
a round key
7. Initial and final bit
permutations No yes

Since DES was developed during the 8-
bit architecture, today there are a number of
inconveniences in the software implementa-
tion of this algorithm on modern PCs, which
leads to the fact that GOST, despite the longer
key length and more rounds, works faster
[3,4].

Specially designed for 32-bit machines,
and also significantly faster than DES, is the
popular Blowfish.

The forthcoming transition to a 64-bit
architecture creates a requirement for future
algorithms to take into account the features of
this architecture, although this is not neces-
sary for hardware implementation [4,5].

Sometimes it is not possible to use a se-
cure channel at the preliminary stage. This led

to the division of algorithms into classical —
symmetric and new, asymmetric encryption
algorithms [4].

In “symmetric" crypto algorithms
(DES, GOST, Blowfish, RC5, IDEA), the
same key is used both for encryption and for
restoring an open message. Therefore, this
key is secret. The advantage of these algo-
rithms is their good theoretical knowledge, in-
cluding the rationale for cryptographic
strength. Compared to "asymmetric" algo-
rithms, one should note the relative simplicity
of both software and hardware implementa-
tion, a higher speed of operation in the for-
ward and reverse directions, as well as the
provision of the necessary level of protection
when using significantly shorter keys. The
main disadvantages include the need to pro-
vide additional secrecy measures when dis-
tributing keys, the problems associated with
this and, possibly, the costs, as well as the fact
that secret key algorithms work only in con-
ditions of full trust of correspondents to each
other, because do not allow real "digital sig-
nature”. In "asymmetric" methods (RSA,
ECC), direct and reverse crypto transfor-
mations are performed using different semi-
keys that do not have easily traceable links be-
tween themselves, allowing one semi-key to
calculate another. Therefore, one of the semi-
keys is publicly published so that anyone can
encrypt a message or verify a digital signa-
ture. Only someone who knows the second —
secret — semi-key can decrypt such a message
or put a signature. Such algorithms, in com-
parison with "symmetric™ ones, are more de-
manding on computing resources and, there-
fore, their implementation and use is more ex-
pensive. To date, the cryptographic strength
of "asymmetric" algorithms is less justified
than the cryptographic strength of "symmet-
ric" algorithms. But they work where "classi-
cal" crypto schemes are inapplicable: they al-
low you to implement various ingenious pro-
tocols such as digital signature, open key dis-
tribution and reliable authentication in a net-
work that is resistant even to complete inter-
ception of traffic. However, the use of asym-
metric methods has led to a new set of prob-
lems. Chief among them is the problem of
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obtaining a reliable public key of the ad-
dressee [12].

The encryption process consists of a set
of rounds-steps, at each step the following ac-
tions are performed. The input block is di-
vided in half into the older (L) and younger
(R) parts. The value of the encryption func-
tion is calculated from the lower part (R) and
the round key (k) X=f(R,k). The function used
at this step is called the round encryption
function. It can be one for all rounds or indi-
vidual for each round. In the latter case, the
encryption functions of different rounds of the
same cipher differ, as a rule, only in details.
The output block is formed, its high part is
equal to the low part of the input block L'=R,
and the low part is the result of the bitwise
XOR operation (let's denote it (+)) for the
high part of the input block and the result of
calculating  the  encryption  function
R'=L( H)f(R,k) [3,4].

Pretty Good Privacy (PGP) is a soft-
ware package developed by Philip Zimmer-
man that provides mail and file encryption.
Zimmerman took existing cryptosystems and
cryptographic protocols and developed a free-
ware program for various platforms. It pro-
vides message encryption, digital signatures,
and email compatibility [5].

The algorithms used for message en-
cryption are RSA for key transfer and IDEA
for message encryption itself. Digital signa-
tures are achieved by using RSA for the sig-
nature and MD5 for calculating the message
digest. PGP uses ZIP compression, and also
masks the coordinates and data of the sender,
which slightly complicates the process of traf-
fic analysis. Mail compatibility is achieved by
using Radix-64 conversion [5,6].

PGP has been verified by a huge num-
ber of people, its source code is published on
the Internet, but since it uses RSA, the degree
of protection of the message depends on the
key length (the more the better).

The MIT PGP package version 2.6 and
later is completely legal free software for non-
commercial use. Viacrypt package version
2.7 and later is a commercial product [4].

To date, the PGP package provides the
best degree of data protection for home users

when working on open networks. To protect
data at the level of organizations, it is advisa-
ble to use commercial versions of encryption
packages based on asymmetric algorithms
(packages based on RSA, ECC algorithms).
Maximum security can be obtained by choos-
ing the optimal algorithm for a specific situa-
tion [4,12].

Methods for protecting infor-
mation during transmission over com-
munication channels

Organizational measures are not able to
fully prevent unauthorized access attempts,
since they apply exclusively to the scale of the
organization, do not cover communication
channels, and do not involve the use of tech-
nical means to combat the threats of intercep-
tion of information messages. In this regard,
along with the use of different priority modes
and access control systems, developers of in-
formation systems pay attention to various
cryptographic methods of information pro-
cessing [4,5].

A proven method of protecting infor-
mation from unauthorized access is encryp-
tion (cryptography). Encryption is the process
of converting open data (plaintext) into en-
crypted (ciphertext) or encrypted data into
open data according to certain rules using cer-
tain rules contained in the keys (cipher).

Known cryptographic methods for pro-
tecting information can be divided into two
classes:

1. information processing by replacing
and moving letters, in which the amount of
data does not change (encryption);

2. compression of information by re-
placing individual combinations of letters,
words or phrases (coding).

There are certain requirements for en-
cryption algorithms:

¢ high level of data protection against
decryption and possible modification;

e security of information should be
based only on the knowledge of the key and
not depend on whether the algorithm is
known or not (Kirckhoff's rule);

e asmall change in the source text or
the key should lead to a significant change in
the ciphertext (the "collapse” effect);



e the range of key values should ex-
clude the possibility of data decryption by
enumeration of key values;

o cost-effective implementation of the
algorithm with sufficient speed;

e the cost of decrypting data without
knowing the key must exceed the cost of the
data [6,7].

In accordance with the reference model
of computer networks OSI (Open Systems In-
terconnection) seven levels of system interac-
tion are distinguished. The OSI model is an
abstract model of how computers, applica-
tions, and other devices interact in a telecom-

munications network (fig. 1).
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Fig. 1. OSI Model

The top three levels are designed to
communicate with the end user, and the bot-
tom four are focused on real-time communi-
cation functions [9,10].

With channel encryption, i.e., data en-
cryption at the lower level of the network, the
data sent over each communication channel is
processed, and each incoming information
stream must be decrypted, followed by re-en-
cryption of the outgoing one.

Sending information in the clear over
any channel will jeopardize the security of the
entire network as a whole. In this regard, the
cost of implementing channel encryption in
large networks can be quite high. In addition,
when using this type of encryption, it will be
necessary to protect each node of the com-
puter network through which the transmitted
information passes. This is due to the need to

protect confidential information, which can
only be accessed by certain employees, and
for the rest it is necessary to restrict access to
this data [10,11].

With end-to-end encryption performed
at the upper levels of communication net-
works, the processing of the transmitted infor-
mation is carried out at one of the upper levels
only in relation to the content of the transmit-
ted message with the addition of service in-
formation necessary for routing the infor-
mation package. After this processing, the
generated packet is sent to lower levels for
transmission to the destination. With such en-
cryption, there is no need for additional "pair"
processing (decryption and encryption) at
each intermediate network node, since the in-
formation message remains encrypted
throughout the entire data transmission route
[11].

The disadvantage of this method of pro-
tection is the transmission of supplemented
service information in unencrypted form,
therefore, unauthorized receipt of a number of
useful data (for example, about the schedule
of communication sessions) is possible. In ad-
dition, if end-to-end encryption is used, there
may be difficulties in encoding methods due
to differences in the communication protocols
and interfaces used, depending on the types of
computer networks and the elements of these
networks [7].

With combined encryption, using the
capabilities of both channel and end-to-end
encryption, the transmitted information can
be best protected, but at the same time, the
cost of data protection increases proportion-
ally.

Most cryptographic data protection
tools are implemented using specialized hard-
ware devices installed on the transmitting and
receiving sides - an encoder and a decryptor,
which encrypt and decrypt the transmitted in-
formation, respectively. The use of special-
ized equipment for encryption causes a rela-
tively high cost of implementation, however,
there is a certain predominance of hardware
compared to software methods. The ad-
vantages of hardware solutions are mainly
considered, related to the speed of
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information processing and to ensuring the
physical protection of components. It is be-
lieved that hardware is able to more quickly
carry out the necessary data processing oper-
ations than software is able to implement
complex cryptographic algorithms.

Software encryption is the result of im-
plementing a cryptographic algorithm by soft-
ware. The advantages in using software tools
are the possibility of replication by ordinary
copying, the relative ease of their modifica-
tion and use [8,9].

The transformation of information,
which results in a change in the amount of
memory occupied by the data, is called encod-
ing. Encoding of textual information can ac-
tually be carried out using code tables by re-
placing some characters with others. In this
case, a certain compression of the transmitted
information packet can also be carried out . If
the information is encrypted using a simple
substitution, then it could be decrypted by de-
termining the frequencies of occurrence of
each letter in the ciphertext and comparing
them with the frequencies of the letters of the
Russian alphabet. Thus, it is possible to define
a substitution alphabet, as a result of which
the text is deciphered [9].

An analysis of the encryption methods
currently used shows that, despite their fairly
widespread use, they are not completely free
from shortcomings and leave a certain field
for improving and developing new methods
for protecting information transmitted over
communication channels. Given the dynam-
ics of the development of document manage-
ment methods, including their formation, it is
advisable to integrate the processes of creat-
ing and protecting generated documents

[10,11].
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PROTECTION OF INFORMATION DURING DATA TRANSFER IN OPEN
NETWORKS

Connecting to open (global) networks such as the Internet significantly increases work
efficiency and opens up many new opportunities. At the same time, care should be taken to
create a protection system against those who want to use, change or simply destroy information
resources. Information security involves protecting the integrity, availability and, if necessary,
confidentiality of information and resources used for data entry, storage, processing and trans-
mission. A combination of legislative, organizational and software and technical measures is
needed to solve the complex security problem.

This article is devoted to the influence of the characteristics of open networks on the
solution of the problems of ensuring the security of data transmission and creating libraries
based on the best algorithms. It is shown how the characteristics of data affect the development
of modern algorithms for their encryption.

Absolutely secure algorithms have been around for a long time, but have not yet found
widespread use in open networks.

Exact equality is only possible if all possible values of the key are equally likely. This is
equivalent to the condition that the key bits are equally likely and statistically independent of
each other.

Thus, absolutely strong ciphers require the use of a key at least as large as the data being
encrypted. Both the sender and the receiver must have this key, meaning it must be delivered to
them first, and this requires a secure channel. In addition to a potentially insecure channel for
transmitting encrypted data, it is necessary to have a secure channel for transmitting the same
key size. This is not always acceptable for economic reasons, so such systems are used only in
exceptional cases to protect information of special value. The vast majority of truly encrypted
communication systems use algorithms that do not have absolute security and are therefore
called imperfect ciphers.

The unavailability of the algorithm does not increase the security of the password; open
algorithms are considered standard.

There is no way to get an exact value of cryptanalysis complexity. All estimates are based
on tests of cipher resistance to currently known types of cryptanalysis, and there is no guarantee
that new analysis methods will not be developed in the near future that significantly reduce
labor intensity. The above means that, given the current state of cryptography, the security of
absolutely all ciphers, except perfect ones, cannot be substantiated by evidence. Instead, it is
empirically justified as a resistance to the types of cryptanalysis known today, but no one can
guarantee that a successful type of cryptanalysis will not be invented tomorrow for this partic-
ular cipher.

The analysis of currently used encryption methods shows that, despite being used quite
widely, they are not completely free of shortcomings and leaves a certain area for improvement
and development of new methods of data protection transmitted through communication chan-
nels. Taking into account the development dynamics of document management methods, includ-
ing their formation, it is appropriate to integrate the processes of creation and protection of
created documents.

AuaieBa C.A1.
3AXUCT IH(I)OPMAHIT I YAC NEPEJAYI JAHUX ¥V BIZIKPUTUX MEPEXAX

Hana poboma npucesauena npobremi oyiHKU pU3UKIE Y KOMN TOMEPHUX MepPeNcax, sKi
NPUMAMAHHI KPUMUYHUM IHpacmpykmypam. Y pobomi nokazamo micye OyiHKU pu3ukie y
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2N100aIbHOMY NpoYeci YAPAGIiHHA PUSUKAMU, A Makodxc tioeo ITioknouenns 0o 8iOKpumux (21o-
banvHux) mepesic, makux sik Inmepuem, 3HauHoO niOBUWYE edheKMusHiCmb pobomu ma 8iOKpu-
8ae bazamo HOBUX MOdCIUBOCMell. Boonouac ciid nodbamu npo cCmeopeHHs CUCmeMu 3aXUCmy
8I0 Mux, Xmo xoue GUKOPUCIAMU, 3MIHUMU YU NPOCMO 3HUWUmMu iHopmayiini pecypcu. In-
Gopmayitina be3nexa nepeddauac 3axucm yilicHOCMI, OOCMYNHOCMI md, AKWO0 HeoOXIOHO,
KOHpIOeHnyitinocmi ingopmayii ma pecypcie, sKi 8UKOPUCMOBYIOMbCA OJisl 66e0eHH s, 30epi-
2anHs, 06podKu ma nepedayui oanux. /[ supiuients CKiaoHoi npobiemu be3nexku HeoOXioHa
CYKYNHICMb 3aKOHOOABYUX, OP2AHI3AYTUHUX | NPOSPAMHO-MEXHIYHUX 3dX0018.

Hana cmamms npuceauena 6naugy Xapakmepucmuk GiOKPUMUX MepedC HA BUDIUEHHS]
3a80aHb 3a0e3neuents besnexku nepedadi O0aHux i CmeopeHHs 0iOiomeK Ha OCHOBI HAUKPAUJUX
aneopummis. Ilokazano, K Xxapakmepucmuku OAHUX BNAUBAIOMb HA PO3POOKY CYUACHUX All20-
pummie ix wugpysanmsi.

Abcontromno be3neuni aneopummu iCHyIoms 8d4ce 0A6HO, ajie uje He 3HAUUIU WUUPOKO2O
3aCcmocy8aHHsA Y GIOKPUMUX MePeHCax.

Touna pisHicmb MoHCIUBA MINLKU 8 MOMY BUNAOKY, AKULO BCL MONCIUBE 3HAYEHHS KIIOUA
00HAaK0680 UMOSBIpHI. L]e exgieaieHmHO YMO8I, w0 K1o40si 6imu 00HAK0B80 Ipo2iOHI ma cma-
MUCIMUYHO HE3ATIeHCHT 0OUH 8i0 0OHOZ2O.

Taxum yunom, abconOmMHO HAOIUHI WUDPU BUMALAIOMb BUKOPUCTNAHHS KII0OYA, UOHAL-
MeHule maKkozo e po3mipy, aK 0aui, wo wugpyromecs. 1 ionpasnuk, i 00epicysay noGUHHI
mamu yeti Koy, moomo 6iH noguHex Oymu 00cmasieHull iM cno4amxy, i 011 yb020 NOmpioeH
besneunuil kanan. Kpim nomenyitino nezaxuuieno2o Kanauy 0jisi nepedadi 3auuposanux oa-
HUX, He0OXIOHO Mamu 3axunjeruti Kanan o0jisi nepedadi maxkozo xc posmipy kuoua. Lle ne 3as-
HCOU NPULIHAMHO 3 eKOHOMIYHUX NPUYUH, MOMY MAKI CUCTeMU BUKOPUCMOBYIOMbCS TUle )
BUHAMKOBUX BUNAOKAX 0.1 3axucmy ingopmayii ocobnueoi yinnocmi. Ilepesascna dinvuicms
cnpaesoi 3auugposanux cucmem 36 A3Ky 6UKOPUCMOBYIOMb Al20pUmMU, AKi He Maioms abco-
JMIOMHOL 6e3neKu, i momy ix Ha3UBaMb HeOOCKOHAIUMU WUppamu.

Biocymuicmo aneopummy ne niosuwyye 6e3nexy napois, iOKpUmi aieopummu 66axca-
OMbCA CMAHOAPMHUMU.

Hemae cnocoby ompumamu moyne 3HauenHs CKIAOHOCMI Kpunmoananizy. Yci oyinku
0azyomvca Ha mecmax Ha CMIUKicms WU@py 00 GI0OMUX HA OAHUL MOMEHM MUNI8 KPUNmo-
amanizy, i Hemae 2apanmii, wWo 8 HAUOIUNCHOMY MAUOYMHbOMY He 0YOymb po3pob/ieHi HOBI
Memoou ananizy, AKi 3HAYHO 3MeHuams mpyoomicmkicmo. Buwesukniadene o3nauae, wo, epa-
X08YI0UU Cy4acHull cman Kpunmoepagii, besnexa abcontomuo 6cix wugpis, Kpim ioeanvbHux,
He Modice bymu niomeepoxcena doxkazamu. Hamomicmos ye emnipuyHo sunpasoaHo sk onip 6i-
0OMUM CbO200HI MUNAM KPUNMOAHANI3Y, djle HIXMO He Moxjce 2apaHmysamu, uo 3a6mpa oOJisl
Yb020 KOHKPEemHO20 wugpy ne 6yoe 6uHA0eHo YCRIWHULL MUn KPUNmoananizy.

Ananiz uxopucmosy8arux 6 0aHuil yac Memoois wugdpyeanus noKazye, wo, He38axica-
104U HA 00CUMb WUPOKE BUKOPUCMAHHS, 6OHU He NOGHICMIO N030as1eHi He0oiKI6 | 3anuula-
10Mmb nesHy 061acmy 011 B00CKOHANEHHS i PO3POOKU HOBUX MemOOi8 3axXuUcmy OaHux, wo nepe-
0aromvcsi N0 KaHANax 38'13xy. Bpaxosyrouu OuHamixy po3eumky memooie 00KyMeHmooobizy, 6
MOMY Yucui ix oopmyeanus, OOYinbHO iHmMezpysamu npoyecu CMEOPeHHs ma 3axucmy Cmeo-
DeHUX OOKYMeHmI8.



