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Pattern recognition is very widely used
in information and measurement technology
for automatic control and diagnostics of tech-
nological processes and functioning equip-
ment [1-2].

In pattern recognition, due to the sim-
plicity and speed of calculation, the Manhat-
tan distance is very widely used to estimate
the measure of proximity between objects
(PMBO) [1]:

Z = YilX; = Yil, 1)

Where Zi, Xi, and Y; are, respectively,
the value of PMBO, the current values of the
features of the recognized and reference im-
age.

Each feature X;, and Yi contains the cor-
responding measurement errors ox and Gy,
which, when calculating Z, are added accord-
ing to a certain law. Therefore, the error in es-
timating the value of PMBO (cpmgo) turns out
to be greater than the errors ox and oy. Since
the PMBO error is the main parameter in en-
suring the reliability of pattern recognition.
The latter always turns out to be insufficient.
Therefore, increasing the accuracy of the
PMBO estimate is relevant.

The article [3] presents the basic princi-
ples and variant evaluation of PMBO and
found the conditions for minimizing the influ-
ence of destabilizing factors on the values of
PMBO by mutual correction of errors in
measuring the values of features of the recog-
nized and reference images. Proceeding from
these principles, in order to minimize the er-
rors in the estimation of the PMBO, the meas-
urement errors of the values of the features of
the recognizable ox and the reference images
should The condition of equality of errors oy
is feasible, since it is necessary to create an
equal and strong correlation both between the

value of the features and between the value of
the PMBO and the errors ox and oy be equal in
value and sign, and their influence on the
value of the PMBO should be the same.

Article [4] proposes a technique for in-
creasing the level of correlation between the
errors in measuring the parameters of the rec-
ognized and reference images, thereby reduc-
ing the error in PMBO estimation. However,
this method is effective when the actual val-
ues of the parameters of objects are close
within acceptable limits and both errors are
distributed according to the normal law. Since
the results of measuring the parameters of ob-
jects are corrected, there may be loss of useful
information and distortion of the measure-
ment results. To eliminate these shortcom-
ings, a more advanced technique for increas-
ing the correlation between the results of
measuring the parameters of objects is pro-
posed, which is described below.

The essence of the technique lies in the
fact that both arrays with the results of meas-
uring the values of the parameters of the rec-
ognizable and reference objects are ranked in
ascending or decreasing order of their values,
and then the PMBO value is estimated by the
ranked data arrays. Due to this, individual val-
ues of PMBO are formed according to the
most correlated pair values of object parame-
ters. This operation makes it possible to in-
crease the correlation between the errors ox
and oy, to equalize the influence of the latter
on the PMBO values.

The proposed technique has been veri-
fied with the help of a computer, and based on
the data obtained, regression models have
been built between the output and input data.

These models use the following param-
eters: p, and p, — respectively, the correla-
tion coefficients between the errors ox and oy
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before and after ranking arrays of image fea-
ture values.

The purpose of computer simulation
was to verify the correctness of the proposed
method for correcting errors in estimating
PMBO values; verification of the effective-
ness of the proposed methodology for increas-
ing the correlation between the errors ox and
oy and how many times the error in PMBO es-
timation decreases; determination of the best
computational model for estimating the value
of PMBO,; determination of important metro-
logical parameters of the process of assessing
the value of PMBO.

The constructed models are subject to
the following requirements: the calculated
value of the F-factor should be high; the error

of the linear model should be minimal; pa-
rameter coefficient (mx-my) must be equal to
one; the coefficients ox and oy must be equal
and close to zero in value and reverse in sign;
the intercept and the coefficient of the corre-
lation parameter should approach zero.

To build models that meet these re-
quirements, different arrays of feature values
were taken for the recognized and reference
arrays with arbitrary and equal error values
distributed according to the normal law.

For arbitrary arrays, the results indi-
cated in the following models are obtained.
Although after ranking the elements of the ar-
rays, a significant decrease in opmso Was 0b-
tained, but the models built on these data do
not meet these requirements:

Zy = —15,3245 — 0,449 - |m, — m, | + 1,015 - 0, + 0,014 - 5, + 23,9745 - py, (2)

z, = 0,871 —3,79 - |m,, — m,| + 0,19 - g, + 0,08 - g, + 0,203 - p,,, (3)

Where the indices 0 and p, respectively,
denote the data obtained before and after the
array elements were ranked. The analysis of
these models showed that, due to the differ-
ence in the values of ox and oy, the mutual cor-
rection of errors is weak. Nevertheless, when
ranking array elements, the corrective effects
of errors.

Oy = f(ax, O'y,po) and g, = f(ax, ay,pp);

ox and oy on the PMBO values are large
and the same. This proves the correctness of
the proposed method for correcting errors in
PMBO estimation.

To analyze the obtained experimental
data, regression models of the dependence:

0o = 12,079 + 0,316 - g, + 0,035 - 0, — 11,753 - py; 4)
0, = 24,272 + 0,359 - 0, — 0,347 - 0, — 24,266 - pyy; (5)

Regression models of dependencies are also built:

Z = f(mx,my,ax, ay,p),

Z = f(mx — m,, Oy, ay,p),
Z= f(lmx'my|'0x' Uy'p)'
Z = f(|mx -m,

) GMBMO):

after the expansion of the element arrays of the values of the attributes of the images:
Z, =—67,421+0,51-m, — 0,53 -m, + 21,2 - 0, — 21,07 - 0, + 67,17 - p), (6)

Z,=2508+05- (my—my,)+10,62-0, — 10,93 -0, — 2,444 - p,,, ©)

Z, = —0,001 + 1,0001 - |m, —m,| + 0,303 - g, (8)
Z, = —0,0452 4+ 0,99996 - |m, —m,| — 0,238 -0, — 0,237 - 5, + 0,04599 - p,,  (9)



As can be seen from the parameters of
the model (4), it cannot be used to estimate the
PMBO values, since it has a large root-mean-
square error and asymmetric correlation coef-
ficients between the output parameter and the
parameters m and ¢ of the recognized and ref-
erence images.

Model (5) also has a large mean square
error of 86,8% and asymmetric correlation
coefficients between the output parameter and
the parameters of the recognized and refer-
ence images.

Analysis of the parameters of these
models showed that the best of them are (8)
and (9). They fully confirm theoretical stud-
ies. In model (8), the root-mean-square error
is 0,047%; the correlation coefficients be-
tween the output parameter and the arguments
are quite high and symmetrical. The calcu-
lated value of the F criterion is 4228359,00.
In model (9), the root-mean-square error is
0,0897%); the correlation coefficients between
the output parameter and the arguments are
quite high (0,99998 and -0,7513). The calcu-
lated value of the F-criterion is 56710,00.

Conclusion

Thus, from the results obtained, the fol-
lowing conclusions can be drawn:

e this technique allows to significantly
increase the correlation between the measure-
ment errors of the values of the features of the
recognized and reference images;

o the error in estimating the PMBO re-
ally decreases with an increase in the correla-
tion coefficient between the errors ox and oy,
and when using this technique, it is more than
3 times;

e the derived experimental formulas
(8) and (9) are fully consistent with the
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theoretical formula [3] and can be used in
practical applications of the Manhattan dis-
tance to estimate PMBO in pattern recogni-
tion;

e model (9) more clearly reflects the
process of estimating the PMBO and shows
the exact dependence of the value of the latter
on the errors ox and oy of the correlation be-
tween them p and the advantage of the invar-
lant estimator of the PMBO;

e a slight difference between models
(8) and (9) from the ideal one is due to the lin-
earity of the constructed models.
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IMPROVING THE ACCURACY OF ESTIMATING THE MEASURE OF PROXIMITY
BETWEEN OBJECTS DURING RECOGNITION

The article analyzes the problem of the occurrence of errors in measuring the geometric
parameters of objects in pattern recognition, possible ways to minimize them, and as a result
of this analysis, an algorithm is proposed for effectively increasing the reliability of pattern
recognition by adequately estimating the measure of proximity between recognized and
standard objects. The article considers a model for the process of estimating the measure of
proximity between objects and the resulting errors, proposes conditions and an algorithm for
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minimizing these errors, and recommends measures to improve the accuracy of estimating the
measure of proximity between objects.

Keywords: pattern recognition, proximity measures between objects, error, recognition
reliability, invariance.

AunaiecBa C.A1.

MNIABUINEHHA TOYHOCTI OIIHKHU MIPHU BJIM3BKOCTI MI’K OB’€EKTAMUA
I YAC PO3III3HABAHHA

Y cmammi ananizyemvca npobaema 8UHUKHEHH NOMUTLOK NPU GUMIPIOBAHHI 2eoMempu-
YHUX napamempie 00’ €Kmie npu pos3nizHABAHHI 0OPA3I8, MONCIUBI WLIAXU IX MIHIMIZayii, i 6
pe3yabmami yb02o aHalizy 3anponoOHO8AHO Al0PUMM epeKmusHo20 niosuweHHs HAOTUHOCMI
PO3NIZHABAHHA 00PA3I8 UWLIAXOM AOEKBAMHOI OYIHKU Mipa OIUZLKOCMI MIJC PO3NIZHAHUMU §
cmanoapmuumu 00'ekmamu. Y cmammi po3ensioacmucsa Mooeib npoyecy OYiHKU Mipu HaO.1u-
JHCeHHs1 00 €Kmie ma pe3yibmyrui noXubKU, 3anponoHO8AHI YMOBU MA AN20pUMM MIHIMIZayii
Yux noxuboK, a MmarKod’c peKkOMeHO0B8AHI 3ax00u Ol NIOBUWEHHST MOYHOCMI OYIHKU MIpU HA-
OnudICeH s Midic 00 eKmamu.

Knrouogi cnosa: posniznasanus oopasis, mMipu HabIudiCeHHs Midic 00 ekmamu, noxuoKa,
HAOIIHICMb PO3NIZHABAHHSA, THEAPIAHMHICMb.



