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Abstract. Modern computer modeling is an important stage in the design of control systems for the distribution of
information flows in computer networks and in modern control systems for complex technological processes. The core
of any computer model is a source of randomness, which should generate a uniformly distributed stream of random
integers or real numbers. In addition to the uniformity of distribution, such a source must meet the requirements of
economic use of computing system resources. An analysis of simple arithmetic generators is given and, based on it, it
is shown that generators such as the Fibonacci sequence generator with a delay and the Xorshift generator proposed by
J. Marsaglia are suitable as a generator for the needs of modeling stochastic processes, which are an alternative to the
random number generators built into existing programming environment. On the basis of the conducted research, it
was concluded that any unevenness of the numbers at the output of the generator chosen as a source of randomness
significantly affects the quality of the process to be modeled, and because of this, the numerical flows from such gener-
ators should be additionally processed by methods extraction of that part of them that provides maximum randomness.
The method of performing such extraction by "slicing" the input stream, the criteria used in this, and the results of its
experimental research for the Xorshift128 generator are presented. A conclusion is made about the advantages of using
simple and economical generators in a heap with post-processing procedures performed at the level of integers or real
numbers. The results of the evaluation of the Xorshift generator, taking into account the methods described in the work,
are given, and a conclusion is made about the feasibility of its use for the needs of modeling stochastic processes.

Keywords: Mersenne twister generator, Xorshift generator, inverse function method, Monte Carlo method, Pearson
chi-square test, numerical flow post-processing, algorithm, method, nonlinear system, stability, forecasting, infor-

mation technology.

Introduction

Todays, it is difficult to imagine computer simulation
without the use of pseudorandom number generators. In
the design of complex technical systems, the use of such
generators makes it possible to perform their optimiza-
tion and experimental evaluation.

Arithmetic generators of pseudo-random numbers
(PRN), built on the basis of finite state machines and ca-
pable of creating sequences of numbers that can be used
as truly random, occupy a special place. Despite the fact
that they give periodic sequences, their periods are ex-
tremely large and they satisfy basic randomness tests.

Analysis of existing studies

Given that such generators can be easily imple-
mented using simple and fast software procedures, they
find their place in modeling using such methods as in-
verse function methods and Monte Carlo [1].

The main requirement for PRS generators intended
for modeling stochastic processes is their symmetry at the
binary level - the equal probability of zeros and ones in
their composition. The absence of such equal probability
is called bias. Any PRN generators, regardless of whether
they are built on the basis of real physical processes or on
the basis of software algorithms, have a fixed bias. To
overcome this drawback, such generators usually consist
of two parts: the first is a source of randomness, and the
second is a corrector that compresses the original stream
of symbols to ensure the highest possible probability (un-
biasedness) of the original process [2]. In other words, the
Random Source is always asymmetric and it is important
to be able to effectively ensure the selection of unshifted
bits from its source sequence. [3].

An additional requirement for computer modeling
is the ability to repeatedly reproduce the implementation
of a random process, which can only be provided by an
algorithmic generator.

The vast majority of PRS generators built into the
most common programming environments, which in-
clude the MT generator known as the Mersenne twister
(MT) [4], the Xorshift generator [5] and the Linear congru-
ent generator (LCG) [6], do not pass the distribution uni-
formity check and, without additional post-processing of
the original sequence, do not provide satisfactory mode-
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ling. With this in mind, every time creating a computer
model of a stochastic process, the developers must per-
form tests of the selected generator for its compliance
with the set requirements.

Purpose and statement of the task

Taking into account the fact that common imple-
mentations of PRN generators do not meet the conditions
put forward for modern computer modeling, and, in ad-
dition to the fact that their use requires a significant
amount of computing resources of the system, the task of
the work is to substantiate the principles of creating such
a generator, which would be effective in terms of specific
modeling requirements.

The main part of the study

The idea of computer modeling arose almost imme-
diately after the appearance of electronic computing sys-
tems. Immediately, with this, the search for random num-
ber generators suitable for simulation needs began. Many
outstanding mathematicians worked on this problem and
proposed several simple algorithms for obtaining ran-
dom numbers by arithmetic methods. Their analysis can
be found in D. Knuth's work [7] " The Art of Computer
Programming". The composition of such algorithms
should include the method of mean squares, linear con-
gruence algorithms, Fibonacci algorithms and some oth-
ers. All of them produced sequences of numbers that
seemed random, but in terms of the uniformity of their
distribution, they did not meet the requirements of mod-
eling. Many attempts were made to improve them, but
they did not have significant success.

It is certainly possible to create an arithmetic algo-
rithm that would ensure an even distribution of numbers
at the output of the generator, but this problem is solved
at the expense of its extreme complication. Examples of
such algorithms are almost all known cryptographic gen-
erators used in block cipher systems such as DES and the
like.

Since the requirements for generators used in simu-
lation are not as high as the requirements for crypto-
graphic generators, the uniformity of the distribution of
numbers at their outputs is usually achieved by addi-
tional post-processing procedures. At the moment, the
following methods are used to ensure it [8]:
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Ad hoc simple correctors;
Whitening with hash functions;
Extractor algorithms;

. Resilient functions.

Considering the fact that one of the requirements for
computer modeling remains the saving of computing re-
sources, advantages are given to simple correctors and
extractors. The essence of their work is the readiness to
sacrifice part of the bits of the original sequence to in-
crease the randomness of the original stream of numbers.

An example of such a post-processing method is the
algorithm developed by von Neumann in [9]. He pro-
posed combining each subsequent pair of bits received
from independent sources according to the principle: if
the bits match (00 or 11), then such bits are canceled, the
bit combination 01 corresponds to the Oth output bit, and
the 10th output bit corresponds to the combination. The
maximum efficiency of such an algorithm is an average of
4 input bits per 1 output bit.

In [10] Trevisen gave a formal definition of the se-
quence transformation at the output of the PRN genera-
tor. He introduced the concept of minimum entropy,
which characterizes the unevenness of the distribution of
the quantity X in the range {0,1}" where n is the binary
combination at the output of the source. It is assumed that
the entropy will be maximum if all the initial combina-
tions are equally likely. Otherwise, the entropy will be
lower. If the entropy of the output flow is at least k, then
for each x € {0,1}" the condition Pr[X = x] < 27¥ is ful-
filled. The extractor must perform a transformation of the
stream X into a nearly uniform stream. To quantify the
output flow, the concept of statistical difference € be-
tween two random variables X and Y in the range {0,1}"
is introduced, which is defined as:

[p[TX) =1]| = Ip[T(Y) = 1]| < e @

In the general case, the (k, €)-extractor transforms a
stream of random variables X into an almost uniform
stream according to the rule:

Ext: {0,1}" x {0,1}* - {0,1}™,

B e

@)

when the random variable X has minimum entropy k,
and {0,1}" is a set of t-bit binary combinations forming a
uniformly distributed variable U,. The general principle
of operation of the randomness extractor is shown (fig. 1).

Uniform
— Almost same
Extractor Transformation |5 acceptance
X —> probability

Fig. 1. The mechanism of the extractor

In order to be able to compare the methods of cor-
recting the numerical flow, the concept of displacement
of the output distribution of numbers is introduced in [11]
to assess the unevenness of the distribution of numbers at
the output of the PRN generator. The binary sequence of
numbers x4, X, ... X; is treated as non-uniform with offset.
Taking into account that the bits x; are independent, the
offset value is defined as:

e= %(P(xi =1)—P(x; = 0)), ®)

where P(x; = 1) = %+eiP(xi=0)= %—e.
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If the number at the output of the PRN generator can
take one of m values, then for a good generator the prob-
ability of each of them should be equal to 1/m. In the case
of a binary sequence, this value should be equal to 0.5,
and the value of e should approach zero.

The general characteristics of the methods used to
create generators of initial unshifted values [1] can be for-
mulated as follows:

- they do not use all bits of the original sequence;

- the bit selection algorithm must be implemented
in an effective way, from the point of view of saving com-
puting resources;

- for such generators, there must be a mathematical
justification of their properties.

The first step in choosing a generator for creating a
computer model should be to choose a PRN generator. It
is desirable that it be simple enough. A good example of
a simple generator can be a generator built on the basis of
using Fibonacci numbers [7]. His work can be described
by the following expression:

Xn = (Xp_24 + Xp_ss) modm, n=>5,

(4)
where m is an even number, and Xy, ... , X5, are arbitrary
integers, and not all of them are even. The length of the
sequence period at the output of such a generator is
2471(255 — 1), where q is the bit rate of the microproces-
sor register, and q. Other experimentally determined
good coefficients for X; are given in [7].

Given the need to initially fill the generator's
memory with the 55 seed numbers and the fact that 24
and 55 are Fibonacci numbers, its output sequences are
called delayed Fibonacci sequences.

Such generators were used at the end of the 20th
century, they were considered the best sources of ran-
domness, but they did not pass the new tests created at
that time, which indicates the exhaustion of the means of
creating such a generator capable of ensuring the neces-
sary uniformity of the distribution of output numbers
without their additional processing. The Fibonacci se-
quence generator works faster than other similar genera-
tors and has the longest repetition period. Moreover, it al-
lows implementation of floating-point operation modes.

At one time, George Marsaglia gave a mathematical
justification to the vast majority of iterative generators de-
scribed by D. Knuth in [7], which could be used as a
source of randomness, after appropriate refinement [12].
Based on this analysis, he proposed an efficient generator
called Xorshift [13], built using simple shift and addition
operations. Its iterative generator uses a set of numbers
Z,, the inverse function f over the set Z,, and an initial
number zye Z.

The numbers at the output of such a generator are
formed according to the principle:

f@.f*@.f*@, .., ©)

where f2(z) means f(f(z), f3(z) means f( f2(z)) etc.
Usually, the set Z is the set of all possible 32-bit numbers
that are tuples xy,X,,..,Xy, and f is a function that
transforms the current tuple in the next.

If f is a mutually unique function over Z, and the
initial number z, from which the generator starts its work,
is randomly selected from the set Z, the stream of initial
random values f(z) will also be uniformly distributed.
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The formation of the original sequence of numbers
must be ensured by the use of transformations of the type
f(2),f?(2), ... by means of uniform random selections of
the number z from Z. Such a sequence will have all signs
of randomness.

In search of a computationally efficient PRN gener-
ator, George Marsaglia proposed a large number of mod-
ifications to the Xorshift generator. Basically, such a gen-
erator is a certain number of linear feedback registers
(LFSR), the configuration of which is determined by the
choice of generating polynomials of relatively low de-
gree.

The architecture of generators of the Xorshift type is
focused on the use of a 32- or 64-bit integer as an element
of a vector space in a binary field modulo 2. It is the use
of elementary computer operations (addition and shifts)
that ensures the simplicity and efficiency of implement-
ing the necessary transformations over numbers in the
vector space linear space.

The essence of the Xorshift algorithm is that it uses
the set of all nonzero 1 x 32 binary vectors from Z, and f
is treated as a linear transformation over Z represented by
a nondegenerate binary matrix T of size 32 X 32. Taking
this into account, we can state that the sequence of num-
bers at the output of the generator will look like yT, yT?,
yT3,...,, only if the order of T is equal to 232 — 1 in the
group of non-degenerate binary matrices of size 32 x 32
and the sequence has a period of 232 — 1 [14].

In [13], Marsaglia showed that a simple method of
forming the matrix product yT can be implemented if the
order:

(©)

where L is the matrix that affects the left shift by one. In
the C language, this operation looks like y * = (y « 1).
Accordingly, the matrix yL? realizes the shift y * = (y «
a). Given that matrix R is a transposed matrix L, its use
implements a right shift by one unit y » = (y > 1). This
means that (6), for a random 32-bit number from Z, makes
it possible to obtain each subsequent number in the se-
quence yT, yT?, yT3, ... Thus, to obtain the maximum pe-
riod, matrices that implement the three types of shifts de-
scribed above y "=y «K13;y*=yKLK17;y"=y<
5.

T=+L(+RY)(I +1°),

The implementation of the described algorithm in
the C language may look like this:

x = 123456789
y = 362436069
z = 521288629
w = 88675123

t=x " ((x << 11) & OXFFFFFFFF);

X=y;
Y=z
Z=W;

w=(w”"(w>>19) A (t " (t>>8));

After starting the generator, the initial numbers
x,y,z and w are set, which determine the internal state of
the generator. Each subsequent number w = {N,, Nj,
..., N3;} is formed as a combination of bits of x and the
previous value of w as shown in the following code snip-
pet. After that, the y » x, z > y and w — z are shifted.
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According to Marsaglia, it is precisely these shifts that in-
crease the "randomness" of lower order numbers. He sub-
stantiated in detail the choice of three numbers
[a, b, c], a < c for which the binary matrix of type (6) has
the period [232 — 1], and also listed combinations of num-
bers [a, b, c], which are the best, with from the point of
view of minimal use of computing resources. Thus, its
generator, Xorshift, due to its simplicity and unpreten-
tiousness to resource costs, can be considered as one of
the main candidates for use as a source of randomness in
computer simulations.

The main problem of modeling is that regardless of
the method of formation of the model of the original sto-
chastic process, the unevenness of the numbers at the out-
put of the PRN generator, which is a source of random-
ness, is completely transferred to the process, which is the
goal of modeling. Although the requirements for the ac-
curacy of modeling in comparison with the real process
do not exceed 5+10 percent, the latest modification of the
generator proposed by Marsaglia does not meet such re-
quirements (fig. 2).

100
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k=16 Hi_kr = 9,499281596540 Hi_ex = 19,968253968254

10 11 12 13 14 15 16

Fig. 2. Histogram of the distribution of
PRN obtained using the function Xorshift128

It should be noted here that we are not talking about
a binary output stream, but about a stream converted to a
sequence of integers or real numbers. So, Figure 1 shows
a 16-segment histogram of a sequence of 1000 positive
random 4-byte numbers at the output of the Xorshift128
generator.

Studies conducted using the x*-Pearson test [14]
show that the uniformity index, taking into account 15%
accuracy, usually significantly exceeds the critical per-
missible value.

In favor of the Xorshift128 generator, the fact that
due to the use of logical and bit operations provides
"whitening" and "mixing" of the higher and lower digits
of the generated numbers, just as it is done in crypto-
graphic generators.

Despite the positive properties described above, the
Xorshift generator in its known modifications requires
additional post-processing. Applying the number selec-
tion method described in [15], [16] to the sequence of
numbers at its output, the shift in their distribution uni-
formity can be reduced. The essence of this method is
that, given the type of distribution, the sample size N, and
the number of intervals k, the number of numbers falling
into each interval of the histogram is calculated. For uni-
form distribution, these values must coincide and be
equal to the value of N;/k. The mathematical expectation
of the value m;falling into each segment of the histogram
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Xmin < X; < Xmay 1 equal to the value m; = (X, +
Xmax)/2, and the sum of the numbers S;, which should fall
into the i-th interval, will be approximately equal to the
value of S; = N;'m;. If the sum of the numbers that actu-
ally fell into the i-th segment of the histogram S;, it will
differ from the expected value S; every time. Thus, the
"extra" numbers that fall into each i-th segment of the his-
togram will be filtered out, and the displacement of the
distribution of the output flow will decrease, which is
confirmed by tests, as can it be seen (fig. 3)
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Fig. 3. Histogram of the distribution
of numbers from the output of
the Xorshift128 generator after post-processing

Tests of the described generators and their post-pro-
cessing method using the y2-criterion show that in most
cases, without additional post-processing, the x? indica-
tor exceeds the critical value (x? < xZ,). At the same time,
performing additional processing of the original numeri-
cal stream provides a source of randomness suitable for
modeling stochastic processes.

Conclusions. The problem of computer modeling is
that even a sufficiently acceptable bit sequence, from the
point of view of distribution uniformity, does not pre-
serve this uniformity when transformed into a numerical
stream of integers or real numbers. Because of this, it is
necessary to look for ways of such an additional transfor-
mation of numerical sequences that would take into ac-
count exactly this aspect of the problem.

The analysis of known simple arithmetic generators
of pseudo-random numbers has shown that, if good post-
processing methods are applied to them, they can be suc-
cessfully used to simulate stochastic processes, and are an
alternative to generators built into most known program-
ming environments. Today, developers’ efforts to create
modern post-processing methods are focused on their
wide use in various scientific fields, including crypto-
graphic algorithms. Given that the requirements for the
uniformity of the distribution in the numerical sequences
intended for the needs of modeling differ from the re-
quirements for the sequences obtained at the output of
cryptographic generators, economic PVC generators and
post-processing methods based on a simple extraction of
"the most random" part of the original numerical stream.
This problem is best solved at the level of the numerical
flow, which is directly used in the simulation process.
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ITepbuna 0., KazaxoBa H., @pase-Ppasenxo O., Jomackin O. Memoou ubopy eenepamopa BunadxoBux

ulicen 04 MOOeA0BAHHA CIMOXACIMUYHUX NpoYyecib

Anomayia. Cyuacue xomn'omepte modeatoBanns - ye Baxaubuii eman npoeknybanus cucmem ynpabainns posno-
OineHHAM iHhopMayiinux nomoki6 6 06uucA06asbHUX Mepexax ma Y CYHACHUX CUCeMAX YNPaBATHHA CKAAOHUMU
MexHoA02iuHUX npoyecamu. SI0pom OYy0b-axol komn 1omepHoi Moderi € dxepeso BunadkoBocmi, sike noBurHo hopmy-
Bamu piBromipHo po3nodisenutl nomik GunadkoBux yisux abo diiichux uucea. Kpim pibromiprocmi posnoditenns,
make 0xepeAo 1noBunHo 3a00804vHAMU BUMOLAM €KOHOMIUHO20 BUKOpUCTAHHA pecypci obuucaioBatbHol cluchemu.
HaBedeno ananis npocmux apugpmemuunux eenepamopif i, Ha 1ioeo 0cHoBi, NOKA3AHO, W0 Y AKOCHI eeHepamopa 045
nomped mMo0ea108anHs cmoxacmuuHux npoyecif nidxo0Ams maxi eeHepamopu, Ak eenepamop nocaidoBrocmi Pido-
HAuyi 3 3anisHeHHAM ma sanpononobanuii k. Mapcasvero eenepamop Xorshift, aki € asvmepHamuboro eeHepamopam
BunadxoBux uucen, B0ydoBanux 8 icryroui cepedobuuga npoepamybanna. Ha ocnobi npoBederux docaioxers 3pobaero
Bucnobox npo me, wjo 6y0b-sKa HepiBrHoMipHicL uiice Ha Bux00i eenepamopa, 0bpanoeo y Akocmi Oxepeaa Bunadko-
Bocmi, cymmebo Brnaubae na axicms npoyecy, Axuil nioiseae Modeaobaniio, i, uepes ye, 4ucA06i nomoxu Gid maxux
eenepamopib matoms 6ymu dodamxobo 0bpodaeni Memodamu excrmpaxyii moi ix wacmunu, Axa 3adesnenye MaxKcuma-
AbHY BunadkoBicme. Habedeno memoduky Gukonanua maxoi excmpakyii uiaaxom “npopixybanua” 6xioHoeo nomoky,
Kkpumepii, Axi npu yvoMy BuropucmoByOMsCsa, Ma pesyAbmamu 11020 eKxcnepuMeHmalbHo20 00CAIOKeHHA 045 eeHepa-
mopa Xorshift128. 3pobaeno Bucnobox npo nepebazu Bukopucmans Npocmux i eKOHOMIUHUX 2eHepamopiB 8 kyni 3
npoyedypamu nocnodpodaeHHs, wjo BukoHyemsca Ha piBui yisux ado diicnux uuces. Habedeno pesyavmamu oyinxu
pobomu Xorshift eenepamopa 3 ypaxyBanna onucanux 6 pobomi memooux ma 3pobaeno Bucrobox npo 0oyiibHiCHb
11020 Buxopucmanna 045 nomped ModeA0BaAHHA CIOXACTTUYHUX NPOUeCiB.

Katouo6i caoBa: modestoBarns, AiHiIHUTL KOHepyeHMHUIL eeHepamop, eenepamop Buxop Mepcenna, Xorshift eenepa-
mop, memoo 36opommoi pynxyii, memod Monme-Kapao, xpumepii xi-k6adpam Iipcona, nocmobpobaenns uiici06020
10MOKY, AA20pUMM, MeN00, NepCcoHAAbHI 0ati, ocobcma ingopmayis, pasoBuil nopmpem, HeAHIIHA CUCITIeMA, CIMiT-
KicHib, 3ani3HenHs, KOHQIOeHYIlIHICb, NPoeH03YBaHHA, THGhOpMAaYiTiHi mexHoA0eil.
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