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Abstract. In the aviation industry the problem of managerial decision-making completely eliminating aircraft crashes
and save human lives is particularly acute issue. Consequently, the authors introduced new economic concepts and
determined the role of 3D-modelling in angstromtechnology of air enterprises from the point of view for cybersecurity.
Successful managers are trying to "program" as many as possible management decisions to improve management
effectiveness of cybersecurity. The authors made 3D-modeling of cybersecurity's decision-making in airspace issues,
which can be regarded as a small-scale version of the simulation in Flexible Time Scale (FTS) using angstrom-man-
agement technology. The study defined means of mathematical modelling of managerial cybersecurity-making in air
industry problems, consisting of software modules that are used to meet the needs of airspace designers. Modelling
tools typically do not use curved segments. The exact description of the arrival and departure routes defined by curved
segments could be determined using approximated linear model segments. The same method is proposed to use for
describing standby areas. The conceptual model of information system by angstromtechnology of air enterprises was
developed impact on air enterprises” decision-making cybersecurity's effectiveness was derived. The conclusions indi-
cated that angstromtechnological model is a convenient tool of air enterprise’s manager and powerful analytical tool in
general. Through their use one can not only store and integrate data, but also reflect the process of objects’ operation

on 3D-models.

Keywords: modelling; technology; aviation; cybersecurity.

Introduction.

The purpose. This article introduces the author's
concept of angstromtechnologies and their relationship
with cybersecurity. The possibility of 3D modeling for
thought control is shown. The era of gadget management
is changing.

Problem Determination. Successful business
leaders are trying to "program" as much as possible man-
agement resolutions to improve the effectiveness of their
management. In the aviation industry the question of
management decisions making is of high importance as it
can eliminate aircraft accidents and save lives. That is
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why the author introduces new economic concepts which
define the role of neural networks in technology of Ang-
strommanagement airlines.

Analysis of recent research and publications. In
the former time the problems were never investigated
constructively. There are only eight scientists abroad (K.
Arrow, G. Simons, P. Lucas, G. Kleiner, B. Kanaplyou, G.
Baharev, A. Inshakov and T. Lyubimova) who are en-
gaged in Nanoeconomic approaches and methods used to
solve problems in the development of intellectual capital
on the whole and knowledge control in particular. But in
the aviation field and airline management there are no
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studies or publications, either in Russia or in foreign
countries.

Lack of theory and practical recommendations on
airline Angstromeconomics, Angstrommanagement and
Angstromtechnology taking into account the modern pe-
culiarity of economic development of Ukraine determines
the special urgency of the problem.

Presenting the main material.

Mathematics today faces the challenge of develop-
ing new mathematical tools to ensure cyber security in
aviation.

1. Cybernetic objects are developing objects, they
are characterized by a dynamic effect, when the cause be-
gins to act after a certain time, so when developing dy-
namic models, it is necessary to take into account time
lags.

2. When using the mathematical apparatus in cy-
bernetic research and control, it is not the objects them-
selves that are studied, but their 3D mathematical models,
the adequacy of which is very difficult to evaluate.

In the process of constructing a cybernetic-mathe-
matical model, two systems of scientific knowledge are
mutually adapted - cybernetic and mathematical.

With the development of information technology,
this interaction has stepped from the field of cybernetic
research into real business management practice in the
field of aviation.

Knowledge of mathematical methods is becoming
an integral element in the formation of professional
knowledge of specialists in the field of cybernetics and
aviation. In modern conditions, in connection with the in-
creasing role of applied mathematics in cybernetics, the
emergence of new technologies for the mathematical pro-
cessing of information, an urgent need is to build an ac-
curate mathematical model of aviation security.

The main purpose of this article is implementation
of new concepts, the author’s classification together with
the arising the reform economic laws and properties, de-
termination of the role of neural networks in Angstrom-
management technology of airlines.

Nanoeconomics (human economics) - a branch of
economic theory which studies the behavior of economic
agents in the market and non-market conditions, it is the
deep level of study of economic phenomena and is a the-
ory of transactions within the formation of decisions by
market participants (collectively, the definition by K. Ar-
row, G. Simons, P. Lucas).

Angstromeconomics (economics of thought, gift,
intuition) - a branch of nanoeconomics which studies the
effect of the intellectual, moral and spiritual abilities of
economic agents of productive management decision
making.

Angstrommanagement (management of thought,
gift, intuition) - a profound control of intellectual, moral
and spiritual leaders capabilities of economic systems by
selecting from a set of conscious and super conscious as-
pects for effective decision making.

More precisely, Angstrommanagement - science
that studies "what" exactly manages the man and "what"
does the man manage while making decisions.

To improve the economical and mathematical con-
ceptual apparatus the author has used classification of
different types of economics, but not in full compliance
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with the SI system, but according to the logical interpre-
tation of the author:

- 101 - Angstromeconomics: economics of
thought, gift and intuition;

— 109 - Nanoeconomics: economics of privately
held company;

— 10% - Microeconomics: economics of an enter-
prise;

— 103 - Minieconomics: corporate economics;

— 101 - economics of art, management art;

— 100=1 - System;

— 10!~ economical good, economical human factor;

— 103~ Mezoeconomics: regional (local) economics;

- 10 - Macroeconomics: the national economics;

- 10°- Megaeconomics: world economics;

— 109 -Multieconomics: economics of "mason, The
Heads of the World Bank", hitch govern global economic
policy.

From the author's classification some properties
and patterns based on disjunction (multiplication, inter-
section) of the economic categories can logically be no-
ticed:

— 1010 x 1010 (Multieconomics on the basis of
thought, gift and intuition) = 106x 10-¢ (micro and macro-
economics crossing) = 103 x 103 (regional and corporate
economics crossing) =100 =1 - system;

— 1010x 10! = 10% (Multieconomics creates Me-
gaeconomics);

— 1010x 10 =10 (with the help of enterprise eco-
nomics Multieconomics manages the creation of econom-
ical good).

The study these patterns with the help of mathe-
matical logic and its operations can last long. For this ar-
ticle, the original ideas and evidences that is sufficient.

Creation of the Angstromtechnology of airlines
lies in ensuring the most effective management decision-
taking of airline leaders and safety managers at Mission
Control Centers in emergency situations. Nowadays,
within the current technological and informational econ-
omy, the consistent patterns of Angstromtechnology of
airlines creation are closely associated with forecasting
and modeling of neural networks and volumetric 3D-
models.

Neural networks - are adaptive systems for data
processing and analysis, which appear to be the mathe-
matical structure that mimic some aspects of the human
brain and demonstrate the capabilities such as the ability
to non-formal learning, the ability to generalize and clus-
ter unclassified information, the ability to build predic-
tions based on submitted time series [3]. Their main dif-
ference from other methods, for example expert systems,
is that the neural networks do not require previously
acknowledged models but simply create them only on the
basis of the information provided. That is why neural net-
works and genetic algorithms are introduced wherever
you need to solve the problems of forecasting, classifica-
tion, management (especially Angstrommanagement) -
in other words, within each field of human activity where
algorithmic process cannot be considered properly, for an
instant resolution a group of qualified constantly work-
ing experts is required or the adaptive automation sys-
tem, which the neural networks are.
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The neural network receives the input information
and analyzes it like the human brain does. While the anal-
ysis the network is learning (acquiring knowledge and
experience), and then provides output information based
on previously acquired experience.

The main task of the analyst, who uses neural net-
works to solve any problem, is to create the most efficient
architecture of the neural network, which means to
choose the right kind of neural network, the algorithm for
its training, the number of neurons and types of connec-
tions between them. This work has no stated procedures,
it requires a deep understanding of the various types of
neural networks architectures, it includes a lot of research
and analysis, and can take a lot of time for preparation,
but as a result, it is able to issue the most effective solution
for the definite moment and the specific situation in a
short amount of time.

For informal tasks the neural network models can
be far more effective than the traditional methods of so-
lution.

Neural networks are especially helpful when there
is a large amount of input data, among which there are
implicit relationships and patterns. In this case, the neural
network can automatically consider different nonlinear
dependences hidden in the database. This is particularly
important at decision taking systems and forecasting sys-
tems.

It should be noted since Nanoeconomical, finan-
cial and social systems are very complex and are the re-
sults of actions and reactions of different people, it is very
difficult (even impossible) to create a complete mathe-
matical model taking into account all the possible actions
and reactions. It is almost impossible to approximate a
model based on such conventional parameters as utility
maximization or profit maximization.

In systems of this complexity it is natural and ef-
fective to use models which directly simulate the behav-
ior of society and Nanoeconomics. This is exactly what
the technology and methodology of neural networks is
capable to offer.

It is a technology for purposes and means of be-
havior in a wide range identification, based on the simu-
lation of intelligence operations; generated by the human
brain research, aimed for building a logically functioning
system with a large number of simple elements, conju-
gated with branched connections, designed to identify
non-linear patterns in the absence of a simple knowledge
about an object that is being studied, used for predicting
the dynamics of market and in other areas of economy
and Nanoeconomics.

While studying the network adjusts the coeffi-
cients of connections and polynomials of transfer func-
tions, which would further determine the mode of opera-
tion. Multistep prediction of time series is performed as
following. The known values vector is submitted to the
neural networks input x(tn —2),x(tn — 1),x(tn). The
predicted value is formed at the output x * (tn+ 1),
which determines the vector of the predicted outputs and
joins to the initial set values, simply, approved. Next, the
vector x(tn — 1), x(tn), x * (tn + 1) is applied to the input
and x * (tn + 2) is received at the output together with
the further predicted values.

Vectors are applied to trained neural network
serves inputs for multiparameter tasks
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x(tn — 2),y(tn — 2),z(tn — 2),
x(tn —1),y(tn — 1),z(tn — 1),
x(tn), y(tn), z(tn).

The output produces values x* (tn+1), y*(tn+ 1),
z * (tn 4+ 1), which form the output values vector and se-
quentially append to the initial set. If the icon is shifted to
the step of prediction, which has been generated by the
system, they are considered as real and participate in
forecasting the next output, i.e. the vector is applied to the
input x(tn—1),y(tn —1),z(tn — 1), x(tn),y(tn),z(tn)
x*({n+1), y*({n+1), z+(@n+ 1), at the output we
receive x * (tn+2), y* (tn+ 2), z = (tn + 2) and other
predicted values.

Multistep forecasting allows to perform short-and
medium-term predictions, because accumulation of er-
rors at each step of forecasting has a significant effect on
accuracy. In the application of long-term multi-step fore-
casting, particular for many predictive systems gradual
attenuation process is observed, phase shifts and other
distortions of the forecast. This type of prediction is pref-
erable for time series, falling under the definition of a sta-
tionary process with a small random component.

A typical example of a network with direct drive
signal is shown in Fig. 1. Neurons are organized in layers
in a regular manner. The input layer is needed only for
entering the values of the input variables. Each of the hid-
den and output neurons is connected to all elements of
the preceding layer. Networks, in which neurons are con-
nected only with some of the previous layer neurons
could only be considered, however, for most applications,
network connections with the complete system are pref-
erable, and this is the type of networks implemented in
the ST Neural Networks package.

Fig. 1. Network with direct transmission signal [1]

Argumentive factors are often used for diagnosis
and prognosis of nanoeconomical objects which are given
by experts. After that they vote. However, such proce-
dures can simply be incorrect, and the existing apparatus
for constructing correct procedures is rather difficult to
operate for receiving practical meaning decisions.

Today, aircraft diagnosis is one of the most diffi-
cult problems of the technical operation of the vehicles.
Classical methods to make diagnosis of aviation equip-
ment on the ground, which for timely detection of defects
in individual objects diagnosing dismantled and installed
on a special stand, which uses sensors removed indicators
of efficiency. However, to increase the level of security
necessary to produce a steady on-line monitoring and di-
agnostics of the most important parts of the aircraft dur-
ing flight.

One promising area is the use of on-board diag-
nostics of neural networks. Neural networks allow to
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cope with problems of diagnosis, as incomplete or ob-
structive input data, and have an instant response. The
use of neural networks can significantly reduce the num-
ber of parameters measured, respectively, reduce the
number of installed sensors.

The diagnosis objective with the use of artificial
neural networks is reduced to the choice of the type of
network, architecture and definition of parameters and its
training. As the object of diagnosis the aircraft engine is
examined. Since the required amount of statistical data on
the aircraft engine diagnostic results is unavailable, for
constructing the training sequence it is proposed to use

Fig. 2. Research Probabilities application of neural networks
and discriminant analysis for solving diagnostic efficiency
problems (obtained by the authors)

Nowadays, unmanned aerial vehicle are becom-
ing increasingly popular in solving various problems,
both civilian and military sectors. Thus for modern air-
craft it is common: that constantly increasing volume of
information received from on-board sensors, increased
requirements for accuracy and speed of data processing
systems, increased need for tactical decision-making in
the minimum time, etc. These are the tasks, managed by
modern airborne staff, which often exceed physiological
human performance. The use of neural networks is one of
the approaches aimed for increasing the degree of auto-
mation control of aircraft, its avionics - computing equip-
ment. The need to use artificial intelligence in airborne
systems of aircraft due to the fact that many of the sub-
tasks that can be solved within the framework of its oper-
ation, either can not be solved by standard analytical
methods, or application of these methods is limited to the
requirements imposed on them and the speed of the sys-
tem performance. Application of Neural Networks in avi-
ation has found its niche in solving the following prob-
lems - choice of optimal flight path, obstacles overcome,
identification of ground and air targets, etc.

The creation of Angstromtechnology of diagnostic
cybersecurity’s system based on neural network involves
the following steps: identification of Control System, and
Effective Decision Making, as the subjects of diagnosis, ire
creation of the diagnostics (including its type and archi-
tecture), the input values of which are the parameters of
Effective Decision Making, registered by sensors, and
output - the parameters which define the state of Effective
Decision Making with the possibility of self- correction in
the operational process, the creation of a training sample
for neural network based on statistical information about
the functional parameters of Effective Decisions for all
modes of operation and the most probable failure of op-
erating experience (for stated decisions) or according to

31

the diagnostic matrix. Diagnostic data is obtained by
physical linear mathematical model of the engine. During
the experiments the input of trained artificial neural net-
work was fed with full, partial or obstructive data stream
and the ability to recognize defects on the quality of the
input signals has been evaluated.

For the construction and simulation of artificial
neural network STATISTICA Neural Networks package
has been used, as well as software developed by the au-
thors in Java.

Fig. 2 is a graph showing prognoses dynamic
change of the mean square error training and verification.
the results of bench tests (for newly developed or up-
graded Effective Decisions).

The basis of the proposed method in this article
are the application of the combined model based on the
use of expert systems and unstated logic method, which
are realized in the MATLAB 6.5. These methods allow to
perform system analysis of the electronic database on
node technology developed lately.

In spatial form the compels of available in an
electronic data node technology can be represented in the
form of a surface (Fig. 3), where the grades of patent
statistics are marked on the axes (intuition (ideas,
knowledge), time, choice, solution), and the vertical axis
of ordinates - point technology option.

According to Fig. 3 below there are low perspec-
tive technologies for effective decisions making. In the
upper area "high technologies" are located, those which
implement the most innovative and original solutions. In
between these areas there are intermediate technologies.

According to the results of this analysis, on the ba-
sis of patent statistics can be distinguished a list of the
most prospective technologies for new design solutions
of effective management decisions making for the new
generation, development of a preliminary set of design
documentation and design decision Agstromtechnology
cybersecurity’s processes of airlines.

Angstromtechnology airline cybersecurity’s solu-
tions based on various technical and technological chal-
lenges of innovation in terms of technological software
for creation and formulation of problems and solutions
for new generations can significantly improve the tech-
nical level of airline management and its economic effi-
ciency.

Multinode graph of technology development is
core for possible construction design as well as and tech-
nological solutions (in the form of design, perspective and
policy processes) for structural optimization of node tech-
nologies. Multistructural optimization technologies on
network graphs is made using the theory of stochastic de-
cision and game theory, dynamic programming, use of
artificial neural networks and other methods of system
analysis technology.

Neural network is adaptive systems for processing
and analyzing data, which is mathematical structure that
mimics some aspects of the human brain and demonstrate
such its features as the ability to non-formal learning, the
ability to generalize and cluster unclassified information, the
ability to build their own forecasts based on lodged on time
series [4]. Their main difference from other methods, such as
expert systems, is the neural network does not require for-
merly known model and build it by itself through the pro-
vided information. Therefore, neural networks and genetic
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algorithms included in the practices wherever necessary to
solve problems of prediction, classification, management -
in other words, in the area of human activity, which is bad
for algorithmization. Neural networks are adaptive systems
of automation to solve immediate problems or for continu-
ous work of qualified expert group.

technology

04

patent2 patent!

Fig. 3. Theoretical surface for development of unified
Angstromtechnology making effective cybersecurity’s
management decisions (obtained by the authors)

The neural network receives incoming infor-
mation and analyzes it in a manner analogous to human
brain. When analyzing network learns (acquires experi-
ence and knowledge) and gives background information
based on experience.

The main task of the analyst that uses neural net-
work to solve any problem is to create the most efficient
architecture of the neural network means to choose its
form, its learning algorithm, the number and types of
neuronal connections between them. This work has for-
malized procedures, it requires a deep understanding of
the different types of architecture of neural networks, in-
cludes many research and analysis activities, and can take
a lot of time to prepare. Thus, in the shortest time the neu-
ral network is able to give many the most effective solu-
tions for a given time and the particular situation.

Neural network models can exceed the performance
of traditional methods informal tasks in several times.

Neural networks present themselves in the best
way where there are a large number of inputs, among
which are implicit relationships and patterns. In this case,
the neural network helps you automatically consider var-
ious nonlinear dependence, hidden in databases. This is
particularly important in decision support and forecast-
ing systems.

It should be noted that since the economic, finan-
cial and social systems are very complex and are the re-
sult of actions and reactions of different people, it is very
difficult (if not impossible) to create a full mathematical
model with all the possible actions and reactions. Almost
impossible to detail the approximate model based on tra-
ditional parameters such as maximizing utility or profit
maximization [7].

The criteria for selecting the most suitable network
that delivers better classification error control are the value
of the training and test subsets and summary statistics win-
dow «Classification Statistics». Network demonstrated best
results has hidden layer that includes seven items that neural
network architecture has the form: 6-7-1 (Fig. 4).
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Fig. 4. Neural network architecture: 6-7-1
(note: created by authors)

The value of the control error is 0,016 for the train-
ing subset and 0,018 for the test. The network shows the
highest number among the networks that correctly classi-
fied observations taken the training and test sets.

The results obtained via the 6-7-1 are shown in Tab. 1.

Table 1

Solution by neural network the problem of information protection in thought control
when flying - results of angstromtechnology obtained by the authors

h | ; The number of classified observations on the test subset
The value o (valid observation class is the class assigned to the INS)
the control
Net- error (the
I I I
WCIF|'-C mean sguare %; %% 5, B !,-1; 2y
archi- error on = e £ z £ z = il
tecture | training and 20 = g > & = & 0 2 2k
testing ciE = =8 =g e =
= = = == == ‘E g JEE
subsets) gi gi ﬁg ﬁg E_ﬁ 2 E
6-7-1| 0,016; 0,018 99 - 96 - 1 4
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Tab. 1 shows that neural network solved classifi-
cation cybersecurity’s task, put successful flights into two
groups: potentially stable and a priori dangerous. Net-
work accurately classified 96 potentially stable among a
hundred experiments; among the same amount, 99 a pri-
ori dangerous were identified correctly. Network classi-
fied correctly all surveillances, which can be attributed to
too tight confidence levels.

Fig. 5 shows Training Error Graph of the network.

Training Emor Graph o ]

Lakel Interval l‘_@ Eror T|001852 w0 ﬂl
Metwork training eimor |

=l _ Tiain

R |
0 [&4]
i I2n lan Tan Ian 100

Fig. 5. Training Error Graph (obtained by the authors)

«Classification Statistics» contains very helpful in-
formation for analyzing the results, quality of classifica-
tion and the choice of thresholds of acceptance/rejection,
shown in Fig. 6.
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Fig. 6. Classification Statistics (note: created by authors)

Columns correspond classes; each column is divided
into two parts: the summary statistics and statistics assign-
ment. All data is displayed for each set (learning or test).

Conclusion

The performed analysis of the capabilities 3D-
modeling and the concepts of «<new engineering» showed
that the modern cybersecurity’s knowledge in technics is
fundamentally changing the traditional principles, ap-
proaches and models. There is an intelligent value of the
role of modeling. The intellectualization of technics activ-
ity requires the creation of intellectual automated sys-
tems, that contribute to more active use of modern intel-

UDC 004.056(045)

lectual, geoinformational communications, corporate in-
tegrated systems and technologies, and will improve the
quality process and stimulate the development of intel-
lectual cybersecurity’s capital.
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Bumxy iHmeexmyarvHoeo kanimary 6 yiromy i KOHMpPOAIO 3HaHb 30kpema. Ae 8 0daacmi aiayii i ynpabainus abiaxomna-
HIAMU HeMae Hi 00cAiOxKeHb, Hi nybaikayiil Hi 8 Vipaini, Hi 6 3apydixnux kpainax. Onxe, abmopu B6eau HoBi exoHOMiKO-
mamemamuuHi konyenyii 1 Busnauuiu poas 3D-modear0Banns 8 anecmpemmextooeiax afianionpuemcms 3 mouku 30py
102440 HA iHghopmayiiiny besneky i kibepbesnexa. Yeniuimi MeHeoXKepl HAMAAIOMBCA «3anpoepamyBamu» axomoea biiviie
ynpabaincskux piviens 04 nidBuujents epexmuBrocmi ynpabainna inghopmayiiinoro besnexoto ma kibepOesnekoro. Ab-
mopu Bukonaru 3D-modestobanns inghopmayitinoi Gesneku i NPUTHAMMA piuiens 3 kibepbesneku 6 NUMAHHAX NoGimpsaHoe0
npocmopy, AKi MOXHA poseAsdamu Ak Hebeauky Bepcito modearoBanna 6 enyuxoto uikatoro uacy (FTS) 3 6uxopucmanmam
anecmpemmexHoAoeii ynpabainus. Y docaioxenHi Gusnaueni 3acobu ekoHOMIKO-MAMEMAMU4H0e0 MOOeAIOBAHHA YnpabAit-
cvkol inghopmayitinoi Gesnexu i cmbopenna kibepbesneku 6 3a0auax aBiayiiHol npomucioBocmi, wo ckaadaomscs 3 npoepa-
MHUX M00YAi6, AKi BukopucmoBytonivea 044 3a00604eHHA nomped npoeknyBaivHukib nobimpsarioeo npocmopy. Incmpyme-
HmMu Modea0Bannsa 3a36uvail He BuxopucmoByroms Buenymi ceemenmu. Tounutl onuc mapuipymib npubymms i Gionpab-
AEHHA, BUSHAUEHUX BUSHYMUMU CeeMeHmamu, Moxe bymu BusHaueno 3 BUKOPUCTAHHAM anpoKCUMOBAHUX NTHITHUX cee-
MeHmiB modeai. Lleit xe Menio0 npononyemsca BukopucmobyBamu o5 onucy pesepBHux obaacmeri. Pospobaero xonyenmy-
AAbHY M0OeAb THEPOPMAYITIHOT CUCTEMI AHCTPEMITEXHOAORT agianionpuemcme, ompumano 6naub Ha npuiHAMMA piuieHs
14000 3abe3nenenHs iHgpopmayiinoi besnexu ma egpexmubrocmi kibepbesneru abianionpuememe. Y yit cmammi Gucimaro-
0TS Pe3yAbmamu BUKOpUCIAHHA HeUPOHHOT Mepesi 045 YNpaBAiHHA AI00COKUM MUCAeHHAM. 3pobaeni Buchobku cBio-
UaMs NpPo Me, Uj0 AHeCPEMINEXHOA0IUHA MOOEAD € 3PYUHUM THCIPYMEHIMOM KepibHuka adianionpuemcmba i nomyHum
AHAATMUYHUM THCmpYyMenmom 6 yisomy. 3a60aku ix BUKOPUCTIAHHIO MOXKHA He TiAbKY 30epieamu 1 inmeepy6amu 0ani, ale
i Bidobpaxcamu npoyec pobomu 06'exmif Ha 3D-modesax.

Karouo8i caoBa: modearobarns, mexnoaoeis, abiayia, kibep3axucmi.

KysneyoBa T.B., Yupro8 A.B. Anecmpemmexnoaozus abuayuonnoi kubepbesonacnocmu

Annomayus. B abuayuonHon ompacau npobaema NPpUHAMUS YnpabieHueckux peuleHuil, noAHOCHIbI0 YCHpPaHA0uas
aBuayuonHble aapui u cnacaowjas ueaoBeueckue xusu, ABasemcs ocodenro ocmpotl. B npexcrue Bpemena amu npobaembl
HuK020a He tccaedoBaiice koncmpykmubro. 3a pybexom Beeeo Bocems yuensvix (K. Dppoy, I'. Cumonc, I1. Jlykac, I'. Kasii-
nep, b. Kananaég, I. baxapel, A. Unwaxo8 u T. JI06umoBa), komopsie 3aHUMAI0Mcs HAHOIKOHOMUYECKUMU 100X00aMu. U
Mermooamu, UCHoAL3YeMbIMU 045 peuierts npobaeMbl pasBumuis UHMeANeKIYaIbHo20 Kanumaia 6 Yyeaom u KOHmpoas 3na-
Hutl 6 wacmmocmu. Ho 6 obaacmu abuayuu u ynpabrenus auaxoMnanuami Hem i uccie0obanud, Hu nydiukayui Hu 6
Vipaune, nu 8 sapybexnvix cmpanax. CaedoBamensto, abmopst 6eau HoBbie SKOHOMUKO-MAMeMAMUHeckile KOHYenyuu u
onpedeauau poas 3D-modesupobanus 6 anecnpeMmexHoA02UAX ABUANPeONPUANUTL C MOUKU 3peHUs 632430 HA UHGOPMA-
YUOHHYIO0 De3onacHocmy U kubepbesonacHocnty. Y cneunbie MeHeoKepbl NbIMaONIcs «3aNpogpamMmupoBams» KaK MOKHO
bosvlite ynpabaenueckux peuienuii 045 nobuluientia sgpgpexmubrocmu ynpabaenus UHGOPMayUOHHON Be30NaACHOCTIbIO U
Kkubepbesonactocmuto. ABmopbst Bvinosnuau 3D-modeaupobanie uHGpOpMayUOHHON 6e30nACHOCI U NPUHAMUA peuieHul]
1o xubepbesonacrocmu 8 Bonpocax 6030yuiHo20 npocmparcinéa, Komopble MOXHO paccmampubans kax HeboAbuLYIo Bepcuto
MoleaupoBanus 6 eubkot wixase Bpement (FTS) ¢ ucnoavsoBanuem mexrosoeuu ynpabrenus angstrom. B uccaedoBaruu
onpedesetsl cpedcmba IKOHOMUKO-MAMEMATNUUECKO20 MOOeAUpoBanus ynpadieneckoil uHGOpMayUoHHOU be3onacHoci
u co30anus kubepbesonacrocmu 8 3a0a4ax aBuayUoHHOL NPOMbIUAEHHOCTIU, COCHIOAWUE U3 NPOPAMMHBIX MOOYell, Ko-
mopble UcnoAb3yomcs 045 yoobrembopeniis nompebHocmeil npoexmupobusuxob 6o3dyuitoeo npocmparcmba. Uncmpy-
MeHMbL MOOeAUPOBAHUA 00bIYHO HE UCHOAb3YIOM U302HYMble ceeMenmbl. TouHoe onucanue Mapuipymod npubbimus u om-
npagaeHus, onpedeseHHbIX U0SHYbIMU CeeMeHMAMU, MOXKe Dbl 01pedeeHo ¢ UCN0Ab30BaHUeM annpokCUMUPOBAHHbIX
AUHETHBLX CeeMeHn06 MoOeAu. Do ke Menoo 1pedasaencs Ucnoaws306ams 043 onucaHus pesepBrvix obaacmei. Paspa-
bomana KoHyenmyaivHas Mooeab UHGPOPMAYUOHHOLL CUCIEMbL AHECHIPEMINEXHOA02UY ABUANPeONpUAIUT, NoAYHeHO Bau-
AHUE HA NPUHATUE pewieHuil no obecreuenuio uHgopmayuonHoi besonacrocmu u spgpexmubrocmu xubepbesonacHocmu
aBuanpednpusmuil. B amoii cmambve ocBeujaromcs pesyAsmantv. UCnoAb306aHuA HeldpoHHOI cemu 043 ynpadienis ueaobe-
ueckum moiuiaeriem. Coeaarmvie Bb16006. cBudermeabcmBytont 0 Mom, UImo aHeCHpeMmexHOA0UHECKas MoOeAb ABAAemCsL
YO0BHbIM UHCIIPYMEHIOM PYK0Bo0UmeAs abuaNpeonpuAmus U MOUWHbIM AHAAUMUYECKUM UHCIIpYMeHmom 6 yesom. baa-
200aps UX UCNOABL30BAHII0 MOXKHO He TOAKO XPAHUNb 1 UHIMePpUpoBants 0anHble, HO U OMPAXanib 1poyecc paoms. 06s-
exmob va 3D-modesAx.

KaroueBore croBa: modeaupobaniie, mexmonoeus, abuayus, xubepsaujuma.
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