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Abstract—The paper presents the development of a hybrid neural network architecture, BAFUNet,
designed for the segmentation of spine MR images in the context of medical diagnostics. The architecture
builds upon the classical U-Net, integrating atrous spatial pyramid pooling module in the bottleneck and
a two-round fusion module in the skip connections to address challenges such as various object scales
and unclear boundaries in medical images. The work describes the design of the proposed BAFUNet
architecture, its implementation, and the experimental results. A comparative analysis was performed
against classical U-Net and ResUNet++, demonstrating the relationship between the proposed
architectural enhancements and segmentation performance. The evaluation was carried out using Dice
score and Jaccard score metrics on the SPIDER dataset, a publicly available lumbar spine magnetic
resonance imaging dataset. The results indicate that the BAFUNet architecture achieves a slight but
consistent improvement in segmentation performance, with an average Dice Score increase of 0.003—
0.005 compared to baseline models, highlighting its potential applicability in automated medical
diagnostics.

Index Terms—Hybrid neural network architecture; convolutional neural network; U-Net; image

segmentation; spine MRI.

I. INTRODUCTION

Medical image segmentation is a foundational task
in modern medical diagnostics, playing a vital role in
disease detection, treatment planning, and surgical
guidance. Segmentation of spine MR images, in
particular, is crucial for diagnosing spine-related
pathologies such as intervertebral disc degeneration,
spondylolisthesis, and vertebral fractures.
Traditionally, manual segmentation methods have
been used, but they are time-intensive, prone to
human error, and require significant expertise. These
limitations have driven the development of automated
segmentation techniques, which leverage machine
learning and deep neural networks to provide faster
and more consistent results.

One of the most influential advancements in this
field is the U-Net architecture, introduced as a
convolutional neural network (CNN) specifically
designed for biomedical image segmentation. Due to
its modular design and ability to handle limited
training data effectively, U-Net has become a
cornerstone model for medical image segmentation
tasks. As highlighted in the review [1], U-Net’s

modular design and encoder-decoder structure make
it adaptable to various medical imaging challenges,
contributing to its widespread adoption in both
academic and industrial settings. Over the years,
several variants of U-Net have emerged, each
addressing specific needs and extending its
capabilities to tackle complex segmentation tasks.
Given the continued success of U-Net and its
variants, the ongoing development of new models is
essential to address the diverse challenges posed by
medical image segmentation. Inspired by these
advances, we propose a novel architecture,
BAFUNet (Bottleneck ASPP & Fusion U-Net),
aimed at improving spine MR image segmentation.
This hybrid architecture builds upon the well-
established U-Net framework by integrating
advanced modules, including an Atrous Spatial
Pyramid Pooling (ASPP) block in the bottleneck and
a two-round fusion module in the skip connections,
to enhance the network’s ability to capture multi-
scale features and improve segmentation accuracy.
By designing BAFUNet with these enhancements,
we aim to provide a more robust and effective
solution for the segmentation of spine MR images,
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with the potential to contribute to the broader field
of medical image analysis.

II. PROBLEM STATEMENT

Segmentation of spine MR images is essential for
accurate diagnosis and treatment of spinal disorders.
The main task of semantic segmentation of MR
images is to partition an MR image / € R"", where
w and h are the width and height of the image
respectively (w=h =256 in our case), into distinct
anatomical regions corresponding to different
structures, including vertebral bodies (VB),
intervertebral discs (IVD), and the spinal canal (SC).
This task presents several challenges, such as the
complexity of anatomical structures, overlapping
boundaries and blurred features. In addition, spine
MR images can vary greatly depending on the
patient, the MRI machine used, and the imaging
protocols (e.g., Tl-weighted and T2-weighted
imaging). These issues make it difficult to achieve
reliable and consistent segmentation results.

In this paper the task of segmentation of spine
MR images is formalized as the classification of

each pixel p(x,y) of the MR image / into one of
the following classes:

C(x,y)={VB,1VD,SC},

where C (x, y) is the predicted label for the pixel at
position (x, ) in the image /.

In such cases, a multi-label segmentation
approach can be used, where the model must predict
a set of probabilities for each pixel, indicating the
likelihood of each class at that pixel:

A A

P(x,y) :[PVB (x,y), Bup (x,y), Psc (x’y)]s

where each f’c represents the predicted probability
of the pixel p(x,y) belonging to class c.

The predicted probabilities are computed
independently for each class, so the output of the
model for each pixel is a vector of probabilities for
the three classes. This formulation allows to
independently learn the likelihood of each class for
each pixel and to make multi-class predictions,
which can be useful in regions with overlapping or
blurred boundaries between anatomical structures.

III. RELATED WORK

A. U-Net-Based Systems for Segmentation of
Spine MR Images

Over the past years many researchers proposing
different solutions to the segmentation of spine MRI

images using deep learning, particularly the U-Net
architecture. Several studies have explored different
U-Net-based models for segmentation of spine MR
images, each addressing unique challenges and
offering specific solutions.

In article [2], the authors used U-Net++ (a
modified U-Net architecture) and Yolov5x
architectures, leveraging transfer learning. For U-
Net++, the model was initialized with weights pre-
trained on the ImageNet dataset, and Yolov5x was
pre-trained on the COCO 2017 dataset. While data
augmentation was applied to reduce overfitting due
to limited training data, the study observed the
negative impact of noise on input images, which
reduced segmentation accuracy. Despite this, U-
Net++ achieved promising results on the validation
set, with a Dice score of 0.93 for vertebrae
segmentation and 0.96 for intervertebral discs.

In study [3], the authors proposed using
Sequential Conditional Reinforcement Learning in
conjunction with anatomical modeling, ResNet for
bounding box detection, and Y-Net (an extended U-
Net architecture) for segmentation. The proposed
model achieved good results, with Jaccard and Dice
scores of 0.923 and 0.926, respectively. However,
the performance was slightly lower than the results
in [2], likely due to a smaller and more diverse
dataset, as MR images from different machines were
used.

The study [4] introduced Spine Explorer, a
software that uses U-Net to segment VB, IVD, and
the SC. Despite training the U-Net model with only
50 MRI images for both training and testing, the
study achieved notable results, with a Jaccard index
of 0.947 for vertebrae and 0.926 for discs.

Although the results from these studies are
promising, the differences in dataset size and quality
make direct comparisons challenging. These models
show the variety of approaches and highlight the
challenges faced when segmenting spine MRIs, such
as limited datasets, noise, and the need for robust
methods that generalize well.

B. Modifications to U-Net for Improved Medical
Image Segmentation

U-Net [5] is one of the most popular architectures
for medical image segmentation, owing to its fully
convolutional nature, which makes it flexible and
computationally efficient. The architecture consists
of an encoder that extracts features through
convolutional layers and Max Pooling, which
reduces resolution, while the decoder upsamples
these features to reconstruct the output. U-Net is
known for its use of skip-connections, which help
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preserve spatial information during segmentation.
The activation function typically used is ReLU, and
the use of convolutional layers instead of fully
connected layers significantly reduces the number of
parameters in the model.

U-Net's flexibility and modular design have led
to numerous hybrid solutions and architectural
modifications to address specific challenges in
biomedical segmentation tasks. These modifications
aim to enhance the performance of U-Net by
incorporating new blocks or adjusting the
architecture in response to the needs of the task at
hand. One of the simplest modifications involves
adding batch normalization layers after each
convolutional layer, which was demonstrated in [6]
to improve training on small-sized MRI datasets.

Hybrid architectures combine several paradigms
or structural elements (blocks) to address the
limitations  of  individual models.  These
modifications are particularly useful in the case of
U-Net, where enhancements are often made to
specific components, such as the encoder, decoder,
bottleneck, and/or skip-connections (Fig. 1). By
integrating  different  blocks, these  hybrid
architectures aim to improve performance and
efficiency. Below, we discuss several notable
modifications to the U-Net architecture that have
been proposed to address the challenges posed by
medical image segmentation tasks.
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Fig. 1. Components of four-level U-Net architecture

DENSE-Inception U-Net: In article [7], the
authors proposed using Inception-Res blocks in both
the encoder and decoder, and Dense-Inception
blocks in the bottleneck. The Dense-Inception block
comprises several Inception-Res blocks, each
containing skip-connections and batch normalization

layers. While this approach led to improved feature
extraction, the large number of Dense-Inception
blocks increased the model's parameters, potentially
slowing down training without guaranteeing a
substantial performance improvement.

FusionU-Net: To address the semantic gap
between the encoder and decoder, [8] introduced the
FusionU-Net model, which incorporates a fusion
module to bridge the gap before applying the skip-
connections. This module, consisting of specialized
blocks (Fig.2) such as DownFuse and UpFuse,
ensures bi-directional information exchange between
adjacent encoder layers. The proposed two-round
fusion process showed promising results in
improving segmentation performance.
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Fig. 2. Fuse block architecture

HDA-ResUNet: [9] proposed the HDA-ResUNet
model, which integrates attention mechanisms into
the skip-connections. By using channel attention
blocks and a hybrid dilated attention convolutional
layer in the bottleneck, the model enhances its focus
on more relevant features while suppressing less
informative ones.

ResUNet++: In article [10], the authors
introduced a variant of U-Net that combines residual
blocks (Res), Squeeze-and-Excitation (SE) blocks,
Atrous Spatial Pyramid Pooling (Fig.3), and
attention blocks. The ResUNet++ architecture
performs well on smaller datasets, as it effectively
combines feature extraction and attention
mechanisms to enhance the model’s ability to
capture relevant details.

MS-TransUNet++.: Lastly, the MS-TransUNet++
model [11] incorporates transformer-based blocks in
the bottleneck, demonstrating the growing trend of
using transformers to improve segmentation tasks. It
also proposes flexible fusion schemes for skip-
connections, allowing information to be shared
between the encoder and decoder.
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IV. METHODOLOGY

Based on the review of hybrid solutions for
medical image segmentation, we propose a novel
architecture called BAFUNet (Bottleneck ASPP &
Fusion U-Net). It is a custom hybrid architecture for
segmentation of spine MR images designed to
address challenges such as multi-scale object
segmentation and accuracy on small datasets.

BAFUNet is based on a four-level U-Net
architecture (see Fig. 1) with batch normalization
layers following each convolutional layer [6]. Its key
architectural modifications include bottleneck
replacement and enhanced skip-connections.

The bottleneck of the base U-Net is replaced with
ASPP  Dblock (see Fig.3), inspired by
ResUNet++ [10]. This modification improves multi-
scale feature extraction, enhancing the model's
ability to handle structural defects of varying sizes.

To reduce semantic gaps, skip-connections are
augmented using a two-round fusion module
inspired by FusionU-Net [8]. This module employs
two fuse blocks (see Fig. 2) for better integration of
spatial and semantic features.

The design of the architecture, including the
number of layers, block configurations, and specific
parameters, was determined empirically. Various
configurations, such as the number of convolutional
layers, and the incorporation of ASPP and fusion
modules, were tested. These configurations showed
promising results, suggesting that the proposed
modifications improve segmentation performance of
spine MR images. The results of these experiments
are detailed in the following section.

The resulting hybrid architecture is depicted in
Fig 4. It is designed to efficiently extract objects
with complex or unclear boundaries and operate
effectively on small datasets. This makes it suitable
for segmenting VB, IVD, and the SC in MR images,
where object boundaries may be ambiguous or
challenging to define.
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Fig. 4. BAFUNet architecture
V. EXPERIMENTS AND RESULTS

The experiments were conducted using a publicly
available dataset of 218 patients' MRI images of the
spine (both T1-weighted and T2-weighted), detailed
n [12]. The dataset contains 447 3D MRI images, in
the MHA format, collected from four different
hospitals. Each image includes segmentations of the
VB, IVD, and the SC, generated through an iterative
semi-automated method. In this process, an initial
segmentation was  performed automatically,
followed by manual verification and adjustment.

For the purpose of 2D segmentation, 2D slices
were extracted from the 3D MRI volumes and used
for training and validation of the models.

The model was implemented using the PyTorch
machine learning library, along with the torchvision
package for computer vision tasks. Data
preprocessing was performed with popular scientific
computing libraries such as NumPy and scikit-learn.
Matplotlib was used for visualizing the results, and
OpenCV was employed for processing the 2D
images.

Training was conducted over 40 epochs with the
Adam optimizer and an initial learning rate of 0.001,
which was reduced by a factor of 10 every 20
epochs. A batch size of 8 was used for the training
process. The Jaccard Loss function (Fig. 5), based
on the Intersection over Union metric, was chosen as
the loss function, while the model with the highest
Dice score (F; score) on the validation set was saved
after each epoch.

The models compared in this study include U-
Net, ResUNet++, and the proposed BAFUNet
architecture. The goal of the experiments was to
evaluate the performance of each architecture in
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terms of segmentation accuracy and robustness,
particularly in extracting structures such as VB,
IVD, and the SC.
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Fig. 5. Losses for compared models

The training results demonstrated that all models
reached a plateau towards the end of the training
process. However, BAFUNet outperformed the other
architectures, with the highest Dice score observed
during the final epochs (Fig. 6). Specifically, the
BAFUNet model achieved a Dice score of 0.916 that
was 0.003-0.005 higher than that of the second-best
model, indicating better overall accuracy in
segmentation.
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—— U-Met Validation

0z + = BAFUNst Validation

0 5 10 15 20 25 0 EL] )

Fig. 6. Dice scores for compared models

The segmentation result obtained using the
trained BAFUNet model, shown in Fig. 7, is
generally quite accurate. However, there are some
noticeable segmentation errors, such as the absence
of small segments of the vertebral bodies in the 2D
slices and some challenges in defining the
boundaries of highly deformed intervertebral discs.

Cround Truth Mask Predicted Mask

Fig. 7. Segmentation result

VI. CONCLUSIONS

We introduced BAFUNet, a novel hybrid
architecture designed to enhance the segmentation of
spine MR images. By integrating the ASPP block in
the bottleneck and a two-round fusion module in the
skip-connections, BAFUNet effectively addresses
the challenges of multi-scale feature extraction and
boundary clarity, which are particularly critical in
medical image segmentation tasks.

The experimental results demonstrate that
BAFUNet outperforms classical models such as U-
Net and ResUNet++ in terms of segmentation
accuracy, as measured by Dice score and Jaccard
index. Specifically, BAFUNet achieved an average
Dice score of 0.916, which was consistently higher
(by 0.003—0.005) than the other models evaluated.
These improvements suggest that BAFUNet's hybrid
design leads to better handling of complex spinal
structures in MR images, particularly in cases of
unclear boundaries and varying object scales.

Despite its improvements, BAFUNet still faces
challenges in segmenting some structures, which
highlights the need for further refinements.
However, the results suggest that BAFUNet has
potential for application in automated medical
diagnostics, such as diagnosing intervertebral disc
degeneration and other spinal pathologies.

Further work can be focused on optimizing the
architecture for even better generalization across
diverse datasets, exploring additional enhancements
to improve segmentation performance on smaller or
highly deformed structures, and evaluating
BAFUNet's applicability to other medical image
segmentation tasks.

In summary, BAFUNet demonstrates promising
results for automated segmentation of spine MR
images and may offer a useful tool for clinical
applications, though further refinements are needed.
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B. M. Cuneranasos, O. 1. Uymadenko, O. A. Iloxunenko. BAFUNet: riopugna U-Net pasi cermenrauii MPT-
300pakeHb XpedTa

B po6oTi mpezacraBneHo po3poOKy riOpuaHOi apxiTekTypu HelipoHHOT Mepexi BAFUNet, npu3HaueHoi 71 cerMeHTarii
MPT-300pakeHb XxpeOTa B KOHTEKCTI MEANYHOI AIarHOCTHKH. APXITEKTypa 3aCHOBaHa Ha KiacuuHii mepexi U-Net, i
BKJIFOYA€ MOJIYJIb PO3IIUPEHOr0 MPOCTOPOBOTO TMipaMiJabHOTO O0’€MHAaHHS y BY3bKOMY MICII Ta JBOPAyHIOBHI
MOJYJb 3JIUTTS y MPOTYCKHUX 3’ €THAHHSX JJIs1 BUPIIICHHS TaKUX MPoOJIeM, SIK Pi3Hi MacmITabr 00’ €KTiB 1 HEUiTKI Mexi
Ha MEIMYHHUX 300pakeHHsX. Y poOOTI ommcaHo nu3aiiH 3arpornoHoBaHoi apxitektypu BAFUNet, 11 peanizaunito ta
eKCIIEpUMEHTaIbHI pe3ynbTaTd. byno mpoBeneHo mopiBHsUIBHMK aHamiz 13 kiacuyHoto U-Net i ResUNet++, mio
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MIPOJIEMOHCTPYBANIO 3B SI30K  MDK 3alpPOIIOHOBAHMMH  aAPXITEKTYPHHUMH BJIOCKOHICHHSIMHU Ta €(QEKTUBHICTIO
cermenTanii. OmiHKy OyJ0o poBeneHO 3a AonoMororw koedinienty noxioxocti Jaiica ta inaekcy JKakkapa Ha Habopi
nannx SPIDER — 3aranpHOmocTynHOMY Ha0Opi JaHUX MarHiTHO-pe30HaHCHOT ToMmorpadii MONepeKoBOro BIUILITY
xpebTa. Pesynpratn mokasyroTh, 1o apxitekrypa BAFUNet nocsrae He3HAYHOTO, ajieé MOCTIMHOTO TOKpaIICHHS
NPOJYKTUBHOCTI CerMeHTallil, i3 30inbIeHHsM cepeanboro koedinienty Jakica na 0,003—-0,005 nopiBHsSHO 3 0a30BUMHU
MOJICJISIMH, IO MiAKPECITIOE MOTCHIIIHHY MOXIIUBICTb ii 3aCTOCYBaHHS B aBTOMATHU30BaHIil MEAMYHIN J1arHOCTHIII.
KurouoBi cjoBa: riOpugHa apxiTeKTypa HEWPOHHOI MeEpeki; 3ropTkoBa HelipoHHa Mepexka; U-Net; cermeHTtamist
300paxkenn; MPT xpeoOra.

Cuneraaszos Bikrop Muxaitnosua. ORCID 0000-0002-3297-9060. [Jokrop TexHiuHUX Hayk. [Ipodecop. 3aBimyBay
Kadenpy aBialliifHUX KOMI IOTEPHO-IHTETPOBAHUX KOMILIEKCIB.

dakynbTeT acpoHaBiraii, eneKTpoHIKY 1 TejekoMyHikauiii, HanionansHuii aBianiiinuii ynisepcuret, Kuis, Ykpaina.
Ocgira: KuiBcbkuii nonitexHiunuii incruryt, Kuis, Ykpaina, (1973).

Hampsim HaykoBOi IisUIBHOCTI: aepoHaBiraiis, yNpaBJiHHsS IOBITPSIHUM pPYXOM, ifeHTH(IKalis CKIaIHUX CHCTEM,
BITPOEHEPTeTHYHI YCTAHOBKH, IUTYYHHH IHTEJICKT.

Kinpkicte my6mikariii: 6inbire 700 HaykKoBUX poOiT.

E-mail: svm@nau.edu.ua

Yymauenko Ouena Lnaisua. ORCID 0000-0003-3006-7460. Jloktop TexHigyHMX Hayk. [Ipodecop.

Kadenpa mrydHoro inrenexry, HaB4ambHO-HayKOBUH IHCTUTYT MPUKIATHOTO CHCTEMHOTO aHami3y, HarioHanbHMI
TeXHIYHHUN yHiBepcuTeT YKpainn « KuiBChKUi momiTexHiuamni iHCTUTYT iM. Irops Cikopcekoroy», Kuis, YkpaiHa.
Ocsira: [ py3uHChKHI TIONITEXHIYHUH 1HCTHTYT, TOLmici, ['py3is, (1980).

HanpsiMm HayKoBO{ AisZIBHOCTI: CHCTEMHHMH aHalli3, ITyYH] HEHPOHHI MEpexKi.

KinpkicTh myOmikariii: 6iybiie 80 HayKOBHX POOIT.

E-mail: chumachenko@tk kpi.ua

Moxuaenko Oxexcanap Anapiiioma. ORCID 0000-0002-1562-2051. Marictp KOMII'IOTEpHHUX HayK.

Kagenpa mryynoro intenexkry, HaBuanbHO-HayKOBHH IHCTHTYT HPHUKJIAJHOIO CHCTEMHOTO aHaiily, HamionamsHui
TeXHIYHHUH yHiBepcuTeT YKpainu «KnuiBchbKuit momiTexHigHui iHCTUTYT iMeHi Iropst Cikopcbkoroy, Kuis, Ykpaina.
Ocpita: HamionansHuilt TexHiuHui yHiBepcuteT YKpaiHm «KHIBCBKMI IOJITEXHIYHUH i1HCTUTYT iMmeHi Irops
Cikopcekoroy, Kuis, Ykpaina, (2024).

Hampsim HaykoBOT MisUTHHOCTI: 1HTEJICKTYallbHI CUCTEMH, IITYYHHH iHTEJIEKT, ITYIHI HEUPOHHI MEPExi.

KinbkicTh myOumikariii: 6ispire 10 HayKoBHX pOOIT.

E-mail: o.pokhylenko@kpi.ua



