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Abstract—This paper analyzes the effectiveness of the developed voice control system for robotics based on
MFCC and GMM-SVM under the influence of interference in the communication channel. The system allows
characterizing individual features of speech signals with their subsequent classification and making a reliable
decision on the interpretation and execution of voice commands by robotic equipment. The proposed voice
control system for robotics based on MFCC and GMM-SVM is implemented using the following technologies:
1) selection of active speech areas by calculating the short-term energy and the number of zero crossings
between adjacent frames of the speech signal; 2) adaptive wavelet filtering of the speech signal, where it is
necessary to generate threshold values, which will reduce the impact of additive noise; 3) selection of
recognition features, which are used as mel-frequency cepstral coefficients; 4) classification of recognition
features based on mixtures of Gaussian distributions and the support vector method using the linear Campbell
kernel and the principal component method with a projection on latent structures, which will reduce errors of
the 1st and 2nd kind.

Index Terms—Speech signals; voice control; adaptive wavelet filtering; mel-frequency cepstral
coefficients; mixtures of Gaussian distributions; support vector method; communication channel;

nonlinear distortion coefficient.

I.  INTRODUCTION

Today, robotics is one of the most promising
areas of science and technology development. Robots
no longer only perform simple actions but can also
replace humans in complex and dangerous tasks.
However, in order for robots to perform their tasks as
efficiently as possible, it is necessary to provide a
convenient and intuitive control interface [1].

For humans, the most natural way to interact with
robotic technology is through speech, namely
through voice commands, which is one of the most
common interfaces for controlling robots. Their use
provides quick and easy access to robot control
without the need for physical contact with the
control device. Currently, voice interfaces are used
in various fields, including manufacturing, medicine,
education, and home use [2].

As technology advances, the use of voice-
activated robots will expand, improving efficiency,
safety, and quality of life in many sectors. Thus, it is
expected that the future of robotics will become
more promising with the advent of human
interaction with robotic technology through speech
signals [3].

Although the achievements in the field of voice-
activated robotics are impressive, a number of
scientific and technical challenges still need to be
addressed, namely, to develop a voice control
system for robotics that could provide a high

percentage  of  error-free  recognition  and
classification of speech signals under the influence
of external noise and interference in the
communication channel and a small delay in
processing and transmitting information for fast real-
time operation of the system. These aspects require
the development and implementation of modern
methods for: 1) processing, encoding and
recognition of speech signals [4]; 2) adaptive
filtering [5]; 3) classification using machine learning
algorithms and neural networks; taking into account
the balance between the mathematical complexity of
calculations and the speed of this type of system,
which will affect the overall performance of the
system in a real environment [6].

It is with these aspects in mind that the authors of
this article have proposed a balanced voice control
system for robotics in a noisy environment, which
will be explained in detail in Section 3.

II. LITERATURE REVIEW AND PROBLEM
STATEMENT

Despite their widespread use and the above
advantages, existing voice control systems for
robotics have a number of serious drawbacks, which
this research article aims to analyze [7].

These include, first of all, the low resolution of
speech signal recognition methods and a significant
percentage of errors of both the first kind (mistakenly
rejected voice commands that have a negative
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classification result but are authentic) and the most
dangerous second kind (voice commands that are
mistakenly considered correctly classified but are not
authentic). The situation is especially complicated by
the recognition and classification of speech signals in
real conditions, accompanied by a set of unfavorable
external factors that will directly affect the efficiency
of the robotics voice control system [8].

A voice control system for robotics operating in
real-world conditions faces the following serious
challenges. Firstly, this classification of speech
signals causes all sorts of hardware distortions and
interference due to the peculiarities of equipment and
devices for recording, processing and storing
information. Secondly, external acoustic noise
inevitably superimposes on the speech signal, which
can significantly distort individual informative
characteristics. In view of this, voice control systems
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for robotics, which have demonstrated quite high
efficiency in laboratory conditions, may show much
lower reliability when analyzing speech information
with external noise. Finally, in a number of tasks,
classification has to be performed under very difficult
conditions of overlapping voices of several speakers,
in particular, with similar acoustic characteristics. It
should be noted that there have been virtually no
studies of speech signal classification capabilities for
this most difficult case [9].

Typically, distortion of speech signals is
associated with the speaker, environmental noise,
distortion of the microphone system (including
electromagnetic interference), distortion arising in
the recording channel and in the communication
channel during the transmission of the speech signal,
as well as distortion during its processing by special
software (Fig. 1) [10].
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Fig. 1. The effect of noise and interference on different parts of the speech signal

Thus, speech signal processing involves a set of
technical, algorithmic, and mathematical methods
that cover all stages, from voice recording to voice
data classification. The discussed difficulties and
shortcomings lead to the conclusion that further
development of voice control systems for robotics
requires the development of new approaches aimed
at processing large amounts of experimental data,
their effective analysis, and reliable classification.
This indicates the relevance of research on the
development of new mathematical methods for
processing, analyzing and classifying speech signals
that would ensure the reliability and accuracy of
voice command classification under the influence of
noise and interference in the communication channel
of information and telecommunication networks.
This study is aimed at analyzing and solving the
above scientific problems [11].

III. PROPOSED SYSTEM

The proposed voice control system for robotics
has two modes of operation: learning mode and
recognition mode. These modes are included in the
block diagram of the voice control system for
robotics (Fig. 2), whose task is to perform the

following steps: 1) dividing the speech signal into
time frames and selecting areas of active speech
with finding the values of the change in short-term
energy and the number of zero crossings between
adjacent frames of the speech signal (Short-Time
Energy and Zero-Crossing Rate, STE-ZCR) [12];
2) adaptive wavelet filtering of the speech signal
(Adaptive Wavelet Thresholding, AWT). Adaptive
Wavelet Thresholding (AWT) to solve the problem
of noise removal, where it is necessary to conduct
adaptive generation of microlocal thresholds, which
will reduce the impact of additive noise on the pure
form of the speech signal and the selection of
recognition features, where mel-frequency cepstral
coefficients (MFCC) are used as informative
recognition features in the voice control of robotics
[13]. The classification of MFCC recognition
features is based on mixtures of Gaussian
distributions and the Gaussian Mixture Model and
Support Vector Machine (GMM-SVM) using the
Campbell linear kernel and the principal component
method with a projection on latent structures, which
together will increase the reliability of classification,
which is manifested in the reduction of errors of the
Ist and 2nd kind [14].
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Fig. 2. Block diagram of the robotics voice control system based on MFCC and GMM-SVM

The frame duration of a speech signal should be
small enough to allow the sequence of frames to
accurately reflect the short-term dynamics of its
change, and large enough to allow the sequence of
frames to accurately reflect its long-term dynamics.
According to the conditions for selecting the frame
duration of a speech signal, its frame duration must
be not less than the period of the fundamental tone
T., =1/ f, = 10 ms, where f.. > 100 Hz is the

frequency of the fundamental tone [15].

The next step is to consider the algorithm for
dividing the speech signal into vocalized and non-
vocalized segments and segments of silence (pause).
This algorithm is based on the assumption that the
speech signal is a non-stationary process with
significant changes in the short-term energy and the
number of zero-crossings between adjacent frames
(Short-Time Energy and Zero-Crossing Rate, STE-
ZCR) [16].

The algorithm contains 7 blocks.

Block 1. Input speech signal x(m) , m=0,N—-1.

Block 2. Splitting the speech signal into 16 ms
frames.

Block 3. Calculation of the values of short-term
energy E, and the number of zero crossings Z, of
the nth frame. For example, the short-term energy is

equal to E, = Z x*(m), where n is the frame
m=n—N+1

number; n=0,L; L is the number of frames;
M = LN is the number of samples of the speech
signal.

The short-term function of the average number of
Zero crossings, or zero intersections, is to compare
the signs of neighboring counts. For example,

2= 3 sgn(x(m) —sgn(x(m =) o(n - m),

%OSmSN—l,
W(m): b
0,

I, X(m)>0,

sgn(X(m)) = {_1 X(m)<0 is a sign function.

Blocks 4, 6. Setting thresholds £, and Z, for
E and Z,.

Block 5. Checking the fulfillment of the condition
E < E, 7 yes is the nth frame belongs to the

where and

silence segment; no is to block 7.
Block 7. Check if the condition Z, < Z, ? is

met: yes is the nth frame belongs to a vocalized
segment; no is the nth frame belongs to a non-
vocalized segment.

To reduce errors in deciding whether an area is
vocalized, it is proposed to use the following ratio

E
_ “rms

rms ’

Zn
[~ 1 .
where E = x2(m = ﬁZﬁ(m) is the root
m=1

mean square value of the speech signal.
Vocalized speech is characterized by a large £

rms

and a small Z , and non-vocalized speech is

characterized by a small E

rms

and a large Z,, so it is
fair to say that R

rms

and small for a non-vocalized frame.

is large for a vocalized frame
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The next step is to perform Adaptive Wavelet
Thresholding (AWT) on the speech signal to
eliminate the influence of noise on speech
recognition. In this case, a set of coupled mirror
filters decomposes the signal in a discrete domain

according to an orthogonal wavelet basis {\qum} into

several frequency bands [17].
Let us represent the model of the speech signal

f (t) distorted by additive noise as

X(1)=f()+n().
Then, when such a signal is decomposed by a set

of conjugate mirror filters on some discrete
orthogonal basis {l//m} , gives:

WX[m]= Wf[m]+Wn[m].

Let's introduce a linear operator D that evaluates
Wf[m] by WX[m] using the function d,, (x) The

resulting evaluation is

F=DX = NZ‘i d,(WX[my,, .
m=0

When d,, (x) is a threshold function, the risk of
this assessment can be minimized.

Let 7,(x,T) be the risk of a threshold estimate
computed with threshold 7. Then the estimate
7.(x,T) of the risk 7,(x,T) should be calculated
from the speech signal X (7), which is distorted by
noise. The value of the threshold 7 in this case is
optimized by minimizing 7,(x,T).

To find the value of 7 that minimizes the
estimate of 7(x,7), N the coefficients of the data
wXx [m] are sorted by decreasing amplitude. Then,
the wavelet decomposition coefficients ranked in this
way form an ordered set {WX'[k]},.,., , where any
WX'[k]=WX[m,] is the corresponding coefficient
of the rank & : [WX" [k]| = |wx" [k +1] [18].

Let [ be some
x| <7 <|px[1-1]

index such that

, then we can assume
~ < 2 2 2 2
AT = Y X[k —(N=D)o” +1(c” +T),
k=1
where G’ is the variance of the noise component.

Then to minimize 7/(x,7), you must choose

T=|wx[1].

At the next stage of the operation of the voice
control system for robotics based on MFCC and
GMM-SVM, it is necessary to consider the
algorithm for finding MFCC [19]:

1) The signal S[t], is divided into K frames by
N counts, which intersect by 1/2 the frame length:
s[t]— S, [t].

2) A discrete Fourier transform is performed in
each frame: {ReX,[k], ImX,[k]}=FFT(S,[i]),
where k= 1,...... M, M=N/2.

3) Find the power spectral density of the speech
signal:

Pk]=A[k], 4,[k]=\ReX,[k] +Im X, k] .

n

4) Multiply the samples of the speech signal
power spectral density by the generated triangular
filter bank [20] and taking the logarithm of the
power spectral density of the speech signal:

5) Perform a discrete cosine transform to the
logarithmic energy of the speech signal spectrum:

where C [j] is the MFCC array; J is the desired
number of coefficients (J < P).

The next step is to classify the MFCC speech
signal features based on GMM-SVM.

For the input vector X, the density of the
Gaussian mixture is the weighted sum of M
components of the mixture, and it is given by
expression [21]:

p(% 7~)=§aipi(f)a

where X is an N-dimensional random vector;

pi()"c), i=1,...,M are the components of the

mixture and o, {i=1,....,M| are the weights of the
mixture, and each density component is a Gaussian
function.

The weights of the components of the mixture

M
satisfy the bond: Zoci =1.
i=1
The GMM is parameterized by a set of
parameters defined for each i component of the

mixture: mean vectors H,, covariance matrices 2.,
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and weights «a,. These parameters are all

represented by a notation system:
A={o, 0,2}, i=1L...M.

The goal of training the GMM model is to obtain
GMM parameters A that give a better fit to the
experimental distribution of the training vectors
X ={X,..., X;}.

Consider the problem of classification in the
plane of two non-overlapping classes, in which
objects are described by #-dimensional real vectors:

XeR", Ye{-1+1}.
Then we define a linear threshold classifier [22]:

Y(x)= sign[zn:wjxj - WOJ = sign((w,x} - W, ),

j=1
where x =(x,,...,x,) is the feature description of the
object X ; vector w=(w,,...,w,)eR" is the scalar
threshold w, € R". Equation Y(x) describes the
hyperplane that separates classes in space R"
<w, x> =W,.

If we assume that the feature descriptions of
objects are vectors \V(x,-) rather than vectors x,, then
SVM construction is performed in much the same
way as before. The only difference is that the scalar
product < x, x> in the space X is replaced by the
scalar product < \y(x), \V(x') > in the space H.

This means that when building an SVM, the
scalar product < x, x> can be formally replaced by
the kernel K (x,x'). Since the kernel is generally

nonlinear, this replacement leads to a significant
expansion of the class of valid algorithms a:
X —>7Y [23].

For example, the Campbell linear kernel is often
used for GMM-SVM speech signal classification
systems:

CRERES M Het) Nyt

IV. RESEARCH RESULTS

t

To mathematically model the distortion of the
speech signal in the communication channel, we
applied an oversampling algorithm based on the use
of the discrete Fourier transform [24].

Let the input speech signal be characterized by a

finite number of samples a(n). At the first step of
the algorithm, the coefficients A(k) of the direct
Fourier transform were calculated:

N —j nﬁn
Al =Y amy-e V' k=1,2,..N |
n=1

In the second step, zero components were
inserted into the area near the sample number N /2
of the spectrum, the number of which was set by the
values of the initial number of samples N and the
number of samples in the resampled signal M .

The coefficients H (i) of the resampled spectrum

were determined by the following formula:

1
H(i) = A(i), 1Si£N2+ ,

N+1+1£isN2+1+M—N,

H(i)=0,

N +1

H(i)= A(i—- M + N), +M-N<i<M.

The final step of the algorithm calculated the
h(m) counts of the inverse discrete Fourier
transform with normalization:

—jZan

M
h(m):iZH(k)-e M om=1,2,.., M.
M k=1

The nonlinear distortion coefficient K [25] is
used as a value that quantitatively characterizes
distortion:

K=, H(l)/\/ A (k) ,
TERIS>
where H([) is the spectral components of the output

speech signal that are not present in the spectrum of
the input speech signal A(k), L is the number of

spectral components H (/).

In Figure 3 illustrates a segment of the frequency
spectrum of the input speech signal and the
corresponding frequency spectrum of the distorted
speech signal (K =0.8) for the frequency range
from f=0 Hz to f=4000 Hz, for which the
distortion was most noticeable.
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Fig. 3. Segments of frequency spectra of speech signals:
1 is spectrum of the input speech signal; 2 is spectrum of
the distorted speech signal
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The data obtained in the calculations were
presented in the form of classification graphs in the
space of the first principal components (PCs), which
allow us to clearly interpret the effectiveness of the
developed voice control system for robotics.

As a graphical illustration, Fig. 4 shows segments
of resampled spectra that were subjected to

distortions corresponding to the coefficients
K=0.2;04; 0.6; 0.8.
0.1
—
0.08 - 2
Y 3
2006/ =
=
£0.04
< |
0.02 |||
0 . : N\"\.n S ANA

2000
Frequency, Hz

0 1000 3000 4000

Fig. 4. Segments of resampled speech signal spectra: 1 is
K=0;2is K=02;3is K=04;41s K=0.6;51s
K=038

The graph of classification performance
indicators calculated for the input and distorted
speech signals is shown in Fig. 5. Here, the input
speech signals are not represented by filled red dots,
and the distorted speech signals with different values
of the distortion coefficient K are represented by
green filled dots (point 1is K=0.2;21is K=04;3
is K=0.6;41s K=0.8).

Figure 5 shows that at distortion ratios of
K=02 and K=0.4 (points 1 and 2), the speech
signal was classified correctly. At the coefficients
K=0.6 and K=0.8 (points 3 and 4, located
outside the ellipse), the positive classification was
no longer achieved.

20

-10 -5 0 5 10
PC1

Fig. 5. The effect of distortion in the communication
channel on the classification of speech signals
V. CONCLUSIONS

The paper analyzes the effectiveness of the
developed voice control system for robotics based
on MFCC and GMM-SVM under the influence of

interference in the communication channel. The
system allows characterizing individual features of
speech signals with their subsequent classification
and making a reliable decision on the interpretation
and execution of voice commands by robotic
equipment.

The proposed voice control system for robotics
based on MFCC and GMM-SVM is implemented
using the following technologies: 1) selection of
active speech areas with finding the values of the
change in short-term energy and the number of zero
crossings between adjacent frames of the speech
signal; 2) adaptive wavelet filtering of the speech
signal to solve the problem of noise removal, where
it is necessary to conduct adaptive generation of
microlocal thresholds, which will reduce the effect
of additive noise on the pure form of the speech
signal; 3) identification of recognition features,
where fine-frequency cepstral coefficients are used
as informative features of speech signal recognition
in robotics voice control; 4) classification of
recognition features based on mixtures of Gaussian
distributions and the support vector method using
the linear Campbell kernel and the principal
component method with a projection on latent
structures, which will increase the reliability of
identification, which is manifested in the reduction
of errors of the 1st and 2nd kind.

The influence of the type and magnitude of
external noise, various interferences and distortions
on the recognition of speech signals transmitted
through communication channels of information and
telecommunication networks for the tasks of voice
control of robotics is investigated. A methodology is
proposed that allows classification of speech signals
under noise by mathematical modeling of distortions
through the use of a subsampling algorithm. This
approach is based on the use of a discrete Fourier
transform and allows increasing the sampling rate of a
speech signal by a given integer or fractional number
of times, where the nonlinear distortion coefficient is
used as a value that quantitatively characterizes the
distortion. The mathematical modeling of speech
signal distortion made it possible to quantify the
magnitude of these distortions, at which the correct
classification is possible. This shows that the
proposed approach to assessing the effects of
distortion can be used to analyze the reliability of
voice control systems for robotics.

Thus, the systematic study made it possible to
identify the effect of external noise on the efficiency
of the developed voice control system for robotics
based on MFCC and GMM-SVM under the
influence of interference in the communication
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channel, which can be used in the development and
testing of remote voice interface systems in
information and telecommunication networks.
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O. 10. Jlappunenko. CucreMa roiocoBoro ynpapJjiHHA po00TOTeXHIKOI0 B I[yMOBOMY cepeloBHIIi

VY poboTi mpoBeneHo aHai3 e(EeKTUBHOCTI PO3POOICHOI CUCTEMHU TOJIOCOBOTO YIIPABIIHHA POOOTOTEXHIKOK HAa OCHOBI
MFCC i GMM-SVM B yMoBax BIUIMBY 3aBaj y KaHaJi 3B's3Ky. CHcTeMa Jiae 3MOry XapaKTepu3yBaTH 1HIHUBITyallbHi
0COOJIMBOCTI MOBHUX CHUTHAJIB 13 MOJAJIBIIOK IXHBOK KIacHU(IKAIE Ta YXBAJCHHAM IOCTOBIPHOTO PINICHHS IIOAO
iHTeprpeTanii Ta BUKOHAHHS TOJOCOBHUX KOMaHJI pPOOOTH30BAHOIO TEXHIKOIO. 3alpONOHOBaHY CHCTEMY T'OJIOCOBOTO
yIpaBiiHHs pobororexHikoo Ha ocHOoBI MFCC i GMM-SVM peani3oBaHO 32 JOMOMOrOK TaKUX TEXHOJIOTiH: 1)
BUIJICHHSI JUISTHOK aKTHBHOI MOBH 32 JIOITIOMOI'OI0 PO3paxyHKY KOPOTKOYACHOI €Heprii Ta KUIBKOCTI IepeTHHIB HYJISA
MK CYMDKHAMH KaJIpaMHd MOBHOT'O CUTHANy; 2) aJalTHBHA BeWBJIET-(iIbTpallii MOBHOTO CHTHANY, /¢ HEOOXiTHO
MIPOBECTH T'€HEPALIiI0 MOPOrOBHX 3HAUEHB, IO AACTh 3MOT'Y 3MEHIIUTH BIUIUB aJUTHBHOTO IIYMY; 3) BHIIJICHHS O3HAK
PO3ITi3HABaHHS, B SIKOCTI SIKUX BUKOPHCTOBYIOTHCS MEN-4aCTOTHI KercTpalibHi kKoedinienTy; 4) kimacugikallis o3HaK
po3ITi3HaBaHHS Ha OCHOBI cyMmilieil ['ayccOBUX poO3IOMiIiB Ta METOy ONMOPHUX BEKTOPIB 3 BUKOPUCTAHHSM JIIHIHHOTO
sapa KamnOeria Ta MeToay TOIOBHUX KOMIIOHEHT 3 MTPOEKIIIEI0 Ha JIATEHTHI CTPYKTYpH, IO 3a0€3MeYnTh 3MEHIICHHSI
MOMUJIOK 1-ro Ta 2-ro pomy.

Karo4oBi ciioBa: MOBHI CUTHaJIM; TOJIOCOBE YIPABJIiHHS; aJallTHBHA BEHBIIET-(UIBTpALlist; MEI-4aCTOTHI KENCTpaibHi
koedimienTr; cymimi ['aycOBUX pO3MONLTIB, METOJ ONOPHUX BEKTOPIB; KaHai 3B'S3KY; KOe]iLi€HT HETIHIHHHX
CIIOTBOPEHbD.
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