
V.M. Sineglazov, I.M. Savenko   
Language Model Adaptation for Legal Ukrainian Domain                                                                                              9 
 

___________________________________________________________________________________________________________ 

©National Aviation University, 2024 
http://jrnl.nau.edu.ua/index.php/ESU, http://ecs.in.ua 

 
 
UDC 004.855.5(045) 
DOI:10.18372/1990-5548.81.18977 

1V. M. Sineglazov, 
2I. M. Savenko 

LANGUAGE MODEL ADAPTATION FOR LEGAL UKRAINIAN DOMAIN 
1Aviation Computer-Integrated Complexes Department, Faculty of Air Navigation Electronics and 

Telecommunications, National Aviation University, Kyiv, Ukraine 

2Department of Artificial Intelligence, Institute for Applied System Analysis, National Technical University 
of Ukraine “Sikorsky Kyiv Polytechnic Institute,” Kyiv, Ukraine 

E-mails: 1svm@nau.edu.ua   ORCID 0000-0002-3297-9060,  2savenko.ilya@lll.kpi.ua  
Abstract—Language models in recent decades make a huge step towards solving the tasks that previously 
could be done only by humans. Development of NLP area is different scopes gives an opportunity to solve 
domain specific tasks and transfer knowledge from learnt data towards the useful inferences based on 
that. This article provides the NLP model approach in specific legal domain. Additionally, this article 
explores performance of pre-training small models and its utilization and checks the scores on fine-tuned 
task of checking sentence similarities via SBERT. According to this articles it is proven that domain-
specific pre-trained models can perform better results than generally trained language model. This 
article also provides the language model that is adopted to the Ukrainian legal domain. 

Index Terms—Intellectual text analysis; natural language processing; text embeddings; opinion mining;  
machine learning; BERT; SBERT; Legal-BERT. 

I. INTRODUCTION 

Domain-specific language reflects the syntactic 
and semantic representation of the language style 
that could be used in specific areas. While the 
general-purpose language model is learned from the 
text with a common style (Wikipedia, fiction books 
[8]) the performance of the model could be degraded 
on down-stream tasks tight to some areas. Hence, to 
level up the productivity of the model, it is needed to 
use a different approach. Some could come up with 
using different data to train the model or change the 
structure of the model for better performance. This 
article reflects the first approach – pre-training on 
the documents with domain-specific language to 
align the weights.  

Previously this task was done by representing the 
text via statistical representation and wrappings [14], 
[15]. The brightest one is Word2Vec [18], [19] and 
GloVe [15], [16], [17]. But the performance of the 
models was constrained with opportunities to solve 
simple tasks [20].  

This article provides a comprehensive analysis of 
domain-specific languages (DSLs) tailored to the 
Ukrainian language, specifically focusing on the 
application of Bidirectional Encoder Representations 
from Transformers (BERT [19]) in the analysis of 
legal texts. By examining the syntactic and semantic 
characteristics of the Ukrainian legal language, this 

study investigates how DSLs and BERT [19] models 
are constructed and adapted to effectively handle 
these linguistic nuances. The research encompasses 
the development and implementation of Ukrainian-
specific DSLs and BERT [19] models, their 
performance in parsing and interpreting legal 
documents, and their potential contributions to legal 
informatics. This analysis aims to enhance our 
understanding of language-specific computational 
models and their efficiency in representing and 
processing Ukrainian legal texts using advanced 
NLP techniques. 

The interest of the research appears in the author 
due to the low quantity of articles in the NLP area 
tight to the Ukrainian language and tasks suitable in 
the specific domain. But the process of research is 
moving on. This process involves also model 
generation [1], [2], generating NERs [3] to fine-
tuning existing common-dictionary models [4].  

In scope of solving tasks in domain-specific 
language, the major part is done in English 
language. Particularly, for the legal documents the 
Legal-BERT [5] model was trained to produce more 
sophisticated results. In the article references above 
there is also comparison report created for the check 
of performance models between models trained on 
common text corpuses and pre-trained text corpuses 
regarding the US law documents. Furthermore, there 
is a works that build process of finding conflict 
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identifications (Aires [6]). Also one paper should be 
noted for presenting usage of BERT [19] for legal 
textual entailment prediction (Wehnert [7]).  

This article focuses on SBERT implementation 
and comparison analysis of text from the Unified 
state register of court decisions. Based on the data 
from the state register BERT model is trained. 

II. RELATED WORKS 

To initialize the discussion about domain-specific 
adaptation it is wise to start from the source model 
BERT Base [19]. This is a pre-trained language 
model based on some general domain that includes 
the fiction literature and Wikipedia articles. The 
route approach of pre-training the model is masking 
technique. It describes the build of prediction of the 
next sequences based on the text data that includes 
into model training. With some parameters it is 
tuned to identify the general text sequences 
occurrences based on the previous ones. As a result 
of using the general text corpuses the model has a 
low performance in scope of its using in domains. 

The Sci-BERT [10] model and some others [12], 
[13] proves that using different text-corpuses dataset 
that is more specific to the language domain that is 
going to be analyzed gives more sophisticated result 
in down-stream tasks regardless the architecture of 
the model.  

As this article focuses only on legal domain it is 
reasonable to make more specific description of the 
legal scope. Previously, the legal domain adaptation 
is described in article of Legal-BERT [5] model. 
The dataset of pre-trained model includes over 
450000 documents from US and EU data. The 
specification of the data includes more complex 
level of language: the specific vocabulary and 
stylistics, hence the parameters of the describing 
model is suited for the data. The following 
adjustments are done for such specification: learning 
rates are used in both variant – lower and higher, 
dropout rates – crucial factor when dealing with 
diverse legal texts, batch sizing and training epochs 
– more complex variations are explored. As a result, 
domain adaptation gave more elaborate result in 
legal down-stream tasks. The loss distribution 
reflects that training model from scratch gives the 
best results of model performance. The middle case 
– is further pre-trained model based on BERT-Base. 
The worst results are fetched from the general 
model. 

Almost the same was explores in the JuriBERT 
[11] article. The article focuses on small BERT 
models and French language. This article outlines 
the optimization of the size of domain-specific 

models. The models trained on some specific dataset 
and optimized training hyperparameters that have 
less size could also give the qualitative results in 
scope of narrow task.  

III. PROBLEM STATEMENT 
A. Pre-training task 

We present a mathematical model of machine 
learning for natural language processing. For the 
pre-training from scratch we will be using a Masked 
Language Modeling approach. Given the sequence 
of tokens: 

 1 2, , , .nX x x x   

The approach includes the random replacing 
some tokens with [MASK] token resulting in a 
modified sequence X . The goal for the sub-problem 
is to find mapping with minimized loss score for 
predicting the original token ix  from the masked 
sequence X . The function could be defined in such 
way: 

 loglog | ,MLM ii M
Loss p x X


    

where M is the set of masked positions and  | ip x X  

is the probability of the correct token ix  given the 
model’s softmax output at position i.  

The other sub-problem is to set up next sentence 
prediction. This involves predicting whether a 
sentence B is the actual next sentence that follows A 
in the original text. The definition could be 
described in such way: having a pair of sentences (A, 
B). The model outputs is a binary label  0,1y  of 
indicator function. “1” stands for approval of B 
following A and “0” – vice versa. The loss functions 
could be defined in such way: 

 log (1 )log(1 ) ,NSPLoss y p y p      

where p is the model predicted probability that B 
follows A. 

General problem that is reflected in final hidden 
state corresponding to the first input token [CLS] is 
used as the aggregate sequence representation for 
classification task. If C is the number of classes, and 

CLSh  is the hidden state then predicted value could 
be described in such manner: 

 softmax ,CLSp Wh b   

where W and b is the trainable weights of the 
network. The general loss function could be 
described in such manner: 
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1

log( ),
C

class k k
k

Loss y p


   

where ky  is the indicator value for class k, and kp  
is the predicted probability for class k.  
B. Down-stream task 

In scope of this articles the down-stream task 
took into consideration to analyze the performance 
of the language model. As a downstream task we 
explore the SBERT [9] paragraph analysis to count 
the closeness of each of them to its corresponding to 
the section of the Ukrainian legislation. This article 
represents checks of closeness cross intersected 
between the text chunks. The main goal is to define 
how precisely the text chunk wrappings would be 
from the same part of legislation. As the SBERT 
model is used for such problem the necessity to do 
complex further fine-tuning is absent. The Sentence-
BERT is based on the original BERT. 

IV. MODEL DESCRIPTION 

In scope of the task of this article we take the 
data from the database of legal document of the 
court of Ukraine. The documents that we took for 
training purposes was the court decision. While 
making a quick glance at the document we can make 
a conclusion that it’s structure consists of three 
parts: The heading, main subject part of the court 
case and conclusions. The quantity of the documents 
that was took for training was 50000 documents. 
The documents were choose randomly regardless the 
time and scope of the court processing event.  

This was done to check if it is feasible for the 
model to track the elaborated semantic nuances of 
legal abstraction represented in the document. The 
research regarding this paper stopped on the section 
identification level abstraction (Fig. 1). 

 
Fig. 1. Example picture of the court decision 

For BERT pre-training we took the standart 
masking properties. It is 15% masking of the word 

sequences. For the pre-training we took Bert-Tiny 
and Bert-Mini models.  

This Table I represents the sizes of the model that 
will be taken into consideration. 

TABLE I SIZES OF THE MODEL 

Model Architecture Params 
BERT tiny L = 2,  H = 128,  A = 2 6 M 
BERT mini L = 4,  H = 256,  A = 4 15 M 
BERT small L = 8,  H = 512,  A = 8 42 M 
BERT base L = 12,  H = 768,  A = 12 110 M 

As it seen from the Table I the model was trained 
on major 4 models. Starting from the BERT tiny 
model is represented with 2 layers, 128 hidden units 
and 2 attention heads. BERT mini model has 4 
layers, 256 hidden units and 4 attention heads. Next, 
BERT small model has 8 layers, 512 hidden units 
and 8 attention heads. Last, but not least we took 
BERT base model with 12 layers and attention heads 
and 768 hidden units. In the next section will 
describe how stepping into this list with such 
parameters will give the improvement in result of 
semantic closeness. 

The other part of the model training is 
hyperparameters set-up. We found out that best 
optimal configuration is to use 2e-4 learning rate 
step. The batch size for the training is used in size 
of 8. We also take 15 train epochs to see the scale of 
the error function descent behavior and then get the 
conclusions in this paragraph. 

Final point to take into consideration is 
environment where the training was performing. The 
software service that was used for such purpose is 
Google Colab. For the model training purposes the 
hardware that was taken is A100 GPU. 

V. RESULTS 
For comparison reason we took several models to 

check. As the universe of the pre-training models is 
quite small, we took multilingual RoBERTa model 
with extracted weights for the part of Ukrainian and 
Russian language. The further comparison of the 
paragraph wrappings give the result that could be 
interpreted as overtraining, hence we will not take 
them into the consideration of conscious(all 
wrappings was presented in narrow scope between 
0.98 and 0.99).  

Based on pre-trained models we make a measure 
check how the chunks of text curpuses are presented 
in vector space. Such cases were took into 
consideration: 

1) Text from the administrative violation section 
of the court case 



 
12                                                                      ISSN 1990-5548   Electronics and Control Systems  2024. N 3(81): 9-14 
 

2) Text from the other section of the law 
violation. 

3) Random Ukrainian fact reflected in text 

4) Random Ukrainian text from fiction book. 
After implementing SBERT approach we got 

such result (Table II). 
TABLE II THE RESULT WAS OBTAINED AFTER IMPLEMENTING THE SBERT APPROACH 

Model Administrative section 
court case 

Other violation 
court case 

Neutral-language 
fact 

Text from fiction 
book 

BERT tiny 0.6383 0.4735 0.4453 0.3624 
BERT mini 0.7344 0.5132 0.4612 0.3855 
BERT small 0.8114 0.6448 0.5094 0.4613 
BERT base 0.9382 0.6743 0.379 0.2435 

 

From the table given above we can conclude that 
depending on the size of the model that we trained, 
as the size is bigger – the more precise semantic text 
representation we have. This results shown that 
using SBERT and build even small models they can 
catch the context representations of the domain-
specific language. 

VI. CONCLUSIONS  

This paper was aimed to decompose the problem 
of language adaptation of huge corpuses of texts in 
scope of legal domain. During the research we build 
the model that could be used for downstream tasks. 
All research was performed on the data of Ukrainian 
legal text. After the pre-training we found out that 
pre-trained model can define the closeness of 
resulting vectors of random text taken from different 
part of legal-violation sections of the database by 
counting its cosine similarity. This article shows that 
paragraphs of the text from the same section of the 
legal-violation database semantically more close to 
each other than paragraphs from different sections.  

On the contrary, we also took the random 
Ukrainian text that legal database doesn’t consists of 
and do the same closeness operation check. The 
result of this check shows that random Ukrainian text 
has lower score of closeness than even the paragraph 
parts from different legal database sections. 

With the well-known techniques of NLP we 
showed that pre-trained model with even low 
quantity of entries that was used during the training 
could solve outstanding problems and build the 
semantic representation of some specific domain. 
We showed this on the example of legal domain that 
is complex to operate.  

The future of this research work stream is to go 
deeper into the Ukrainian legal domain. Based on 
this articles we can check further how not only parts 
of the text gives semantic text representation but 
also create the knowledge graph to extract the more 
sensible chunks. 
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В. М. Синєглазов, І. М. Савенко. Порівняльний аналіз методів векторизації тексту 
В роботі розглянуто способи векторизації текстових властивостей природної мови в контексті задачі 
інтелектуального аналізу тексту. Проаналізовано найпоширеніші способи статистичного аналізу вилучення 
ознак та методи з урахуванням контексту. Проведено опис вищезазначених типів обрамлення тексту та їх 
найпоширеніші реалізації. Виконано їх порівняльний аналіз, який показав зв’язок між типом задачі 
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інтелектуального аналізу тексту та методом, що показує найкращі метрики. Описано та реалізовано топологію 
нейронної мережі, яка стоїть в основі вирішення задачі та отримання метрик. Порівняльний аналіз проведено за 
допомогою відносного аналізу часу теорії алгоритмів та метрик класифікації: accuracy, f1-score, precision, recall. 
Метрики класифікації узято з результатів побудови моделі нейронної мережі з використанням описаних 
методів обрамлення. В результаті в задачі аналізу тональності тексту найкращим виявився статистичний метод 
обрамлення на основі n-грамів символьних послідовностей. 
Ключові слова: інтелектуальний аналіз тексту; обробка природної мови; обрамлення тексту; аналіз думок; 
машинне навчання; BERT; SBERT; Legal-BERT. 
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