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Abstract—The article deals with features of H2/Hinf optimization of the stabilization system using two
types of penalty function directed on provision of both the system’s stability and operating characteristics
given to the system. Researched systems are assigned for stabilization of equipment operated on moving
vehicles. The novelty of the research is introducing a new type of penalty function. The expressions for
basic operating requirements are represented. The choice of the optimization algorithms is grounded
including the Nelder—Mead method and genetic algorithm. The features of the genetic algorithm are
described. The comparative analysis of optimization by both methods has been done. The optimization
results in the form of transient processes are represented. The obtained results can be useful for systems
assigned for stabilization of equipment operated on moving vehicles of the wide class.

Index Terms—Stabilization system; optimization; operating requirements; penalty function; error;

moment stiffness.
I. INTRODUCTION AND PROBLEM STATEMENT

Actual problems of ensuring high accuracy of
stabilization processes for a wide class of
information and observation equipment operated on
vehicles can be developed on the basis of principles
of inertial stabilization. Now, the stabilization
systems, created on these principles, are operated on
vehicles of a different type. Supporting the constant
orientation of the equipment becomes a difficult
task, when the equipment is installed on a moving
object [1] —[3].

Obviously, the main motivation for the creation
of new methods for the synthesis of such
stabilization systems is the need for such researches.
The accuracy of observation equipment, including
optical sensors of the image, and their resolution,
have been rapidly reduced last years [4]. The best
quality cannot be applied without significant
progress in the stabilization process and the control
of the line of vision, which causes the need to ensure
high precision and dynamic characteristics of
stabilization systems One of the most important
questions is also the necessity to ensure the system’s
resistance to disturbances. The widespread
stabilization systems are platforms assigned for
usage on the ground moving vehicles [5], [6].

Consider the problem statement on the example
of the horizontal control loop of the system assigned
for stabilization of observation operated on the

ground moving vehicles. The diagram of such a
control loop is represented in Fig. 1. It uses the
following notations: CC is the control console; PA is
the power amplifier; PWM is the pulse width
modulator; M is the motor; (SO) is the stabilization
object; FHF is the filter of high frequencies; FLF is
the filter of low frequencies; BRF is the band-reject
filter; G is the gyroscope; U, is the signal of the
control console; 7 is the current of the motor
armature circuit; ¢, , ¢, are absolute and relative

abs

angular rates of the object.

Fig. 1. The diagram of the horizontal control loop of the
stabilization system: R—R; are adjustable coefficients

The goal of the research is to determine the
adjustable coefficients of the stabilization system
taking into consideration operating requirements.
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For this, it is proposed to introduce the additional
penalty function in the known combined criterion of
the parametric optimization.

II. PARAMETRIC OPTIMIZATION WITH ADDITIONAL
PENALTY FUNCTION

In general, the quality of control systems can be
assessed by different groups of criteria.

1) Complex criteria, which represent an
assessment of certain averaged properties of the
system, for example, on the basis of norms of matrix
transfer functions describing the closed-loop system.

2) Criteria that define the indices of the quality of
the transient process, for example, the speed of
operation of the system. Mostly, the speed of
operation can be estimated by the time of damping
the transient process.

3) Criteria, which determine the value of the
system’s stability margin, which can be estimated on
the basis of the analysis of the logarithmic
amplitude-frequency characteristics of the system.

4) Specific criteria that may be important for a
system of the researched type.

The problem of the parametric optimization of
control systems for moving vehicles of a wide class
in general and stabilization systems in particular
requires the use of quality criteria in three aspects.
Firstly, solving this problem requires the formation
of an objective function. Secondly, optimization
problems of this type require the use of a penalty
function. Thirdly, a feature of this problem is the
need to analyze the obtained results using various
quality criteria.

The synthesis of perturbation-resistant systems
can be based on the minimization of the norm of the
matrix transfer function of the closed-loop system. It
is known that an approach to the synthesis of control
systems could be based on the minimization of the
norm of the matrix transfer function of a closed-loop
system, which characterizes accuracy. It should be
noted that from the point of view of the organization
of computational algorithms, H.-optimization is
much more difficult in comparison with H,-
optimization due to the need to implement a search
procedure.

Methods of the synthesis based on minimization
of H,-norms ensure high accuracy of the synthesized
system, but it remains sensitive both to external
disturbances and to parametric disturbances of the
control object. The application of the H,-norm
allows us to ensure the stability of the system to
external disturbances under the condition of
structured and unstructured parametric uncertainty.
Optimization according to each of the considered

approaches has advantages. But optimization by a
combined criterion allows us to combine these
advantages. At the same time, the synthesized
system will be characterized by optimal quality,
provided that it can function in the presence of
disturbances.

It is known that the combined criterion "quality-
robustness" is successfully used in the synthesis
procedures of robust control systems for aircraft of a
wide class. For the studied system, it is advisable to
include the quality indicators of the nominal and the
system disturbed by parametric  structured
disturbances for deterministic and stochastic cases in
the complex optimization criterion [7]
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appropriate norms; PF) is the penalty function,
which ensures stability of the system during
optimization; PF, is the penalty function that
ensures operating requirements to the initially
stabilized platforms; K is the vector of parameters to
be optimized; x is the vector of input parameters; u
is the vector of observations.

The represented criterion differs from known ones
[7], [8] by introducing the new penalty function PF,
which takes into consideration operating requirements
specific for systems assigned for stabilization of
stabilization and observation equipment assigned for
operation of moving vehicles.

It is known that requirements for control
performance and robustness are mutually
contradictory. Therefore, the task of optimal
synthesis of the stabilization system consists in
finding a compromise between the performance and
robustness of the system. This compromise can be
achieved by using a combined criterion with variable
weighting coefficients (1). Using such a criterion, we
can decrease or increase the degree of performance
and robustness depending on the analysis of the
characteristics of the synthesized system [8].

It should be noted that during the parametric
optimization procedure, it is necessary to ensure that
the closed system remains stable in the process of
variations in the characteristics of the control object
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and the set parameters of the controller. For this
purpose, the penalty function PF) is added to the
quality indicator, which ensures the finding of the
poles of the closed system in the left half-plane of
the plane of the complex variable. To determine the
penalty function during the synthesis procedure, a
check is made to find the poles of the system in the
section, on the half-plane of the complex variable,
which meets the criteria of system stability.

For the system of the studied class, it is
reasonable to wuse performance indices as
restrictions, which are subjected to unconditional
fulfilment by entering the additional penalty
function PF,. This is the novelty of the proposed
approach.

Let us consider the most important operational
requirements. The accuracy of the system is defined
by three basic types of errors.

The first component characterized tracking error.
It is defined by the expression [10]

4 =x,=—o @)
L+ (p)]

where U, is the signal of control console; W(p) is
the transfer function of the open stabilization
system.

The second component characterizes the error
caused by influence of external disturbance
moments. Usually, this error is defined relative to
the stabilization object’s location. It can be
described by the equation [10]

a=x = FnPM 3)
[1+W(p)lp

where W,(p) is the transfer function of disturbing
moment, for example, unbalanced moment, M is
disturbing moment.

The third component is the stabilization error and
takes into account the influence of the angular rate
of the moving object. It is also determined relative to
the angular position of the control object. As a
source of the stabilization error we consider also the
moment applied to the drive of moving object. The
total error will be determined by the expression [10]
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where W,»(p) is the transfer function by the moment
caused by rotation of moving object; W,(p) is the
transfer function of reduction of disturbing moment
to the input of the stabilization object.

For inertially stabilized platforms, one of the
main requirements include stiffness by moment of
disturbance. In order to estimate the stiffness based
on the moment of disturbance, it is necessary to set
the law of changing the load moment of the control
object, for example in the form of a jump, and
analyze the corresponding change in the absolute
angle of the position of the control object.

The angular stiffness due to unbalanced moment
is determined by the ratio

a, - M, (t,)—M,(t, + At) ’
W.(p)M, (1) _ W..(p)M, (1, + Ar)
[1+W(p)lp [L+W(p)lp
where M (¢)), M, (¢, + At) are moments at instants
of time ¢,, t,+At, M,(t,)=M,(t, +At)+ M ; and
M (&) >> M, (t, + Ar).

For systems of the considered type, it is
important to estimate the dynamic properties of the
system under investigation. During movement
according to the harmonic law, the direction of
movement of the ground object and, accordingly, of
the stabilization objects changes continuously, while
simultaneously changing the direction of action of
the dry friction forces, which allows the most
complete assessment of the dynamic properties of
the stabilizer. Given the task of such movement, the
error of the angular position in the steady state will
change according to the harmonic law. The accuracy
of the stabilization system can be estimated by the
maximum amplitude

In conditions of such a motion, the error of the
angular position will be changed in accordance with
the harmonic law with the frequency o, and shift of
phase y: x(¢) =x,,, sin(w,t+y). The accuracy of
the stabilization system can be estimated by the
The

magnitude of this amplitude can be estimated by
substitution p = jo, [10]

)
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Since the amplitude of the error is much smaller
than the amplitude of the input, the expression (6)
can be replaced by an approximate expression

0, =W (p),, GO, (jo)Jjo|w,,
(W (jw)|jo

. (7)

where |W(jw)| is the module of the frequency
transfer function in condition ® =, .
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The disadvantage of this method is using of a
specific value of the test signal. This disadvantage
can be avoided by using the relative amplitude error.
For this, it is advisable to introduce two control
measurements under the condition of angular rates

®,, .o, ~with amplitudes x_, ,x,, and consider

mo 2 10, max; > ““max,

the relative amplitude error
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where ¢ ,¢ are angles of the platform position,

which correspond to given angular rates.
The additional penalty function is formed as
follows

PF,=Nif V[i]a,<A,i=1.4, 9)

here N is some great number; a; are determined by
formulas (2) — (9), A, are increased tolerances.

Next, a decision is made to complete the
parametric synthesis or to repeat the optimization
procedures. A new optimization procedure is
performed after changing the initial conditions or
after introducing new weighting factors into the
system optimization criteria.

III. APPLICATION OF GENETIC ALGORITHM

The parameters optimization can be implemented
by means of the genetic algorithm. In MatLab
Optimization toolbox one can find genetic algorithm
optimization section. Unlike the Nelder—Mead
method, where we should set the starting point, in
genetic algorithm we set number of variables and
also the initial and final values of variable. The
genetic algorithm also has other parameters, which
are intended to modify it for the certain problem
[11], [12].

The procedure of genetic algorithm consists of
next steps [12]:

1) The initial individual’s population of size u (u
< N), where N is dimension, in the search space E".
The initial population is usually created in a random
way in a symbol form.

2) Translation of

X =[x, x

1

each vector

x,], i€0,u from the symbol
form into decimal one and calculation of the fitness
function for each coordinate point f,(X,), i€0,u.

3) Estimation of the population on degeneracy.
The population degeneracy is valued from difference

max min

of maximal f values of fitness

function. If the condition ‘ [ e

and minimal f

<g , is

satisfied, where ¢ is a sufficiently small number, the
population degenerates into the point corresponding
to problem solution. Otherwise, the next step is
performed.

4) Deletion of the least adapted individuals p-p
taking into account the fitness function value, where
p is elimination coefficient (usually it equals 0.1
[12]). The rest (1—p)-p individuals compose the

new parental group that is used for descendant
generation (new coordinate points).

5) Selection of equiprobable p-u times
individuals from the parental group for parental
couples, to which correspondingly the genetic
operators are applied. As a result of genetic
operations we obtain p-u descendants (new
coordinate points). Obtained descendants are set in
initial population and they are valued at fitness
function.

6) The algorithm goes to 3rd step beginning a
new evolution stage.

The genetic algorithms when searching the global
extreme use the probabilistic approach. In view of
this it is expedient not to talk about a global extreme
but about the best achieved solution in accepted
search range. The success in genetic algorithm
procedure is provided first of all with the collective
search idea or the search provided with the help of
population of searching points and genetic operators
taken from the nature. The genetic operators
affecting with some probability on parental
chromosomes provide from the one side the
information transfer to descendants about population
state and from the other side — support the sufficient
level of changeability, this factor retains the
algorithm’s searching ability.

The genetic algorithms searching ability to a
considerable extent depends on the population size.
It is obvious that the bigger population size, the
higher approximation probability to searched global
extremes. However, in practice, the population size
is bounded by computer technology opportunities
and keeps in range 10 ... 500 individuals [12].

The one of genetic algorithms important
peculiarities is that no one of genetic operators
(crossover, mutation, inversion) during generation
process relies on information about local relief of
fitness function surface [12]. The descendant
formation happens in a random manner and there is
no guarantee that the found solutions will be better
than the parental ones. Therefore, during the
evolution process, one can meet the ‘unsuccessful’
descendants which extent the fitness function call
number and thereby the global extreme search time.
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In presence, the genetic algorithms have mainly
the particularized application in neuronets
technologies for multi-parametric problems solution
(object recognition and forecasting). However,
having the simple superficial conception genetic
algorithms require considerable efforts in order to
adapt them to a certain problem. First of all,
adaptation is required in genetic operator application
probability.

Taking into account the mentioned above one
proposes the genetic algorithm modification for
universal  application to problems having
comparatively small dimensions. The modified
genetic algorithm retains genetic qualities of static
searching points population selection. In order to
exclude unsuccessful descendants there realized the
local extremes regular search procedure with usage
of deformable polyhedron operators.

Consider the parameters optimization by means
of genetic algorithm. In MatLab optimization
toolbox one can find genetic algorithm optimization
section. The fitness function remains the same and is
described above. Unlike the Nelder-Mead method,
where we should set the starting point, in genetic
algorithm one should set number of variables and
the initial and final values of variable. The genetic
algorithm also has other parameters, which are
intended to modify it for the certain problem.

Doing the optimization by the genetic algorithm,
it is expedient to mention that this algorithm is
universal, as it does not impose constraints for
fitness function type. In addition, it gives us an
opportunity to perform the multi-sequencing.

Otherwise, there exist such situations, when one
should terminate the algorithm because of such
reasons [12]:

e the achievement
populations;

o the evolution time expiration;

o the population convergence.

First two criteria depend on the problem type,
and sometimes there occurs a situation, when the
algorithm cannot find the function extreme or when
the obtained after some number of populations result
satisfies the requirement. Under the population
convergence one means that neither crossover nor
mutation operations make the change into algorithm
result during a few populations creation. Such a
situation takes place either when reaching the
‘plato’, at which the fitness function does not
changes is value through the whole ‘plato’ surface,
or when the population falls into local extreme zone.

of certain number of

The optimization can be implemented such a
code:

clear all
cle
global ps

ps=ga(@th_16,[31,[1,[1.[1,[1,[0.28 0.078
0.18]1,[0.3 0.08 0.33])

After running the code, we obtain such a set of
adjustable coefficients:

k1 =0.2763; k2 =0.0779; k3 = 0.2731.

Results of parametrization are represented in
Table I.

TABLE L COMPARATIVE ANALYSIS
Parameters Gen‘etic Nelder—-Mead

algorithm method

H,-norm 0.207 0.399

H-norm 0.632 0.793

Setting time,s 0.59 0.727

Oscillation factor 3.5 2.91

Number of oscillations 3 3

Delay time 0.0542 0.0543

Rise time, s 0.0315 0.0314

The difference, between application of the
Nelder—Mead method and the genetic algorithm is
shown in Figs 2 and 3.

As we can see, the result obtained by the genetic
algorithm is more optimal, as the transient process
goes to its equilibrium point more quickly and
smoothly [10].
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Fig. 2. Step response obtained by both the Nelder—Mead
method and genetic algorithm
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Fig. 3. Impulse responses obtained by both Nelder—Mead
method and Genetic Algorithm

Step response

IV. SIMULATION RESULTS

The results of simulation taking into account
parametric perturbations of a system [14] are shown
in Fig. 4.

To test the proposed approaches to designing a
robust system, changes in the moment of inertia of
the plant, were considered as parametric
disturbances, since for the example under
consideration, changes in this parameter during
operation can reach 50%. [12], [13].

With a zero reference signal, an increased
constant value of a moment on the system’s input by
perturbation is applied.
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Fig. 4. Results of simulation of the stabilization system: (a), (b) are step responses for horizontal and vertical channels

V. CONCLUSIONS

Introducing the additional penalty function based
on requirements to operating characteristics has been
grounded and proposed. Expressions for the penalty
function are represented. The efficiency of the
proposed approach lies in increasing time of the
optimization process.

The comparative analysis of the Nelder—Mead
and genetic algorithm for realization of the
parametrical optimization has been carried out.

The obtained results in the form of graphical
dependences prove the efficiency of the proposed
approach.
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0. A. Cymenko, O. O. Canok. H2/Hinf onTumizanis cucremu cradimizanii 06J1aHaHHA PyXoMoro 00’€KTiB 3
BUKOPHCTAHHSAM IBOX THNiB IITPpadHUX PyHKUil

VY crarti posrisgarotecs ocodnmuBocti H2/Hinf onrumizamii cucremu craOimizamii 3 BUKOPHUCTAHHSM JIBOX THIIIB
mrpadHUX (QYHKIOIH, CIPIMOBAaHUX Ha 3a0e3MEUEHHs K CTIMKOCTI, TaK i eKCIUTyaTallifHUX XapaKTEePUCTUK CHCTEMHU.
JocmimKyBaHi cucTeMd TpH3HAa4eHl s crabimizamii oOnajHaHHS, IO EKCIUTYaTyeTbCs Ha PYXOMHUX 00 €KTax.
HoBu3Ha nocnipkeHHst monsirae 'y BBeAEHHI HoBoro Ttumy mrpaduoi ¢yHkuii. HaBemeHo BUpasu st OCHOBHHX
eKCIUTyaTalliiHux BHUMoOr. [IpeacraBieHo BuOip ajlropuTMiB ONTHMI3alii, BKJIrouatoun Merton Hemgepa—Mina Ta
reHeTUYHHUH aaroput™. ONKUcaHo 0COOIUBOCTI TEHETUYHOTO ArOpUTMYy. [IpoBeieHO MOpIBHUTLHUI aHaTi3 ONTHMI3ail
oboma meromamu. [IpencraBieHO pe3ynbTaTd ONTHUMI3alil y BHIJISAI NepexiiHux mporeciB. OTpuMaHi pe3yiabTaTh
MOXYTh OYTM KOPHCHHMH JUIS CHCTEM, IpH3HAYEHHWX sl crabumizamii oOnaHaHHs, MO EKCIUTyaTYeThCsl Ha
TPaHCHOPTHHUX 3ac00ax IUPOKOTo Kiacy.

KawudoBi caoBa: cucrema craOinizamii; onTuMiszalis; ekclulyaTamidHi BuMorw; mrpadHa (yHKIIS; M0oXHOKa;
MOMEHTHA KOPCTKICTb.
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