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Abstract—One of the most important things in loT system development is the right communication
technologies and protocols. Communication of modern IoT systems can be divided into two main parts:
device-to-cloud communication and communication between cloud microservices (application level). In
this study, the authors designed a test-system environment for evaluating the performance of the existing
transmitting protocols for the cloud microservices communication. The proposed environment allows
emulate of loT systems with low network latency which allows evaluating and comparing protocols
performance. The authors provide tests for the most popular application-level protocols: HTTP, MQTT,
AMOQP, and GRPC. The performance evaluation was performed based on such metrics: throughput,
concurrency, scalability, transmitting size, and init connection time. The obtained experimental results
and testing environment can be used for the efficient design of microservice communication.

Index Terms—Internet of things; communication protocols; performance evaluating; microservice

communication; MQTT; HTTP; AMQP; GRPC.
I. INTRODUCTION

The number of connected IoT devices growing
every day. According to the "State of IoT — Spring
2022 report", we'll have 27 billion connected IoT
devices by 2025 year [1]. This is made possible by
the development of a smaller and cheaper base of
electronic components, as well as the development
of energy-efficient data transmission technologies
such as LTE, LORA, and their extensions for IoT-
based systems.

The growing number of connected sensors
creates real-time data processing challenges. Also,
one of the biggest problems is large device fleet

management.
Today there are many data transmission
standards, so the problem of integration and

compatibility of devices arises. The problem of
integration and unification should be solved at the
application level, by describing standardized
interfaces. Also, today a load of IoT systems is
dynamic and unpredictable, so the architecture
should be available and scalable-ready. For this
purpose was designed a set of special standards was
by the World Wide Web Consortium (W3C) — Web
of Things (WoT) [2].

WoT standards describe the interoperability of
different Internet of things (IoT) platforms and
application domains. At the applications level can be
implemented device-agnostic abstractions for device
management. Additional levels of abstraction allow
us to divide the functionality into separate
microservices. With this approach, we get many
advantages, such as:

Scalability: Each microservice can be scaled
independently of other services at high-load periods
and reduced at idle periods.

Reliability: 1f one service fails, others continue to
work.

Technologies agnostic: Each microservice can be
implemented by different technologies and
supported by separate teams

Testing: the functionality of the microservice can
be tested without a full system test.

One of the most important things in system
architecture is communication technologies and
protocols. In this paper, we'll review existing
techniques for microservice communication which
can be applied to IoT systems development.

The object of study is the process of IoT system
architecture development in order to find high-
performance and cost-efficiency solutions.
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The subject of study is the web microservice
communication techniques and protocols which can
be used to develop Cloud-based IoT systems.

The purpose of the work is to explore the
performance of existing web protocols for different
IoT systems scenarios.

II. PROBLEM STATEMENT

The Internet of Things (IoT) is rapidly becoming
an important part of our lives, with more and more
devices connecting to the Internet every day. One of
the biggest challenges is communication between
microservices. This is because microservices are
often distributed across multiple devices and
networks, making it difficult for them to reliably and
securely communicate with each other.

The following main problems can be identified.

A. A lotofdata

There are more and more connected devices
every day, each of which produces huge amounts of
data. However, the capacity of data storage systems
is limited. Storing and managing large arrays
becomes a major challenge. Hence, it has become
imperative to create frameworks or mechanisms that
can collect, store and process data.

B.  Large traffic

Systems used for real-time monitoring generate a
lot of traffic. For example, smart traffic lights,
connected cars, and smart home systems. The
system must withstand hundreds of millions of
requests. Connecting across a range of networks,
devices, and contexts increase the likelihood of data
errors and communication losses, which can
compromise the integrity and reliability of systems.

C.  Auto-scaling

IoT-based systems often include a large number
of devices that interact with each other to provide a
service. The load on the system is traditionally
uneven. for example, at night it is minimal, during
the day it increases strongly. To support such an
ecosystem we need a large number of servers. But at
night they will be idle. Auto-scaling can help ensure
the efficient use of resources and the system's ability
to handle the current load.

D.  Real-time processing

For example smart home systems, connected
cars, and industrial automation systems. Real-time
processing data problems can include issues such as
latency, scalability, and security. Latency is the
amount of time it takes for data to be processed and
for the results to be returned. Scalability is the

ability to handle increased data loads without
compromising performance. Security is the ability to
protect data from unauthorized access. Additionally,
data integrity and privacy must also be taken into
consideration ~when dealing with real-time
processing data.

E. Concurrency

The concurrency problem is the synchronization
of multiple devices. As the number of connected
devices increases, so does the complexity of
managing them. This can lead to data inconsistency,
as different devices may be operating on different
versions of data. Additionally, if multiple devices
are trying to access the same resource, it can lead to
conflicts and data corruption. This can be mitigated
by using a centralized system for managing the
devices, or by using distributed systems with
appropriate synchronization protocols.

We should research the most popular protocols.
This will help prevent errors and data loss and
increase overall reliability.

III. THEORETICAL BASIS

Each system component in microservice
architecture can be distributed across multiple web
servers or domains. Depending on the data type and
structure  should be implemented service
communication methods which should be based on
existing protocols and match the business logic of
the system. We can split existing communication
protocols into Synchronous and Asynchronous. The
most popular protocols and their architectures are
listed in Table I.

TABLE L. APPLICATION LEVEL PROTOCOLS
Model / Architecture It);)t: gl?::;‘;iz d
II;"IT"I“FI% Clierslt—yrécerver T False
HTTP2 Clié?l?glecrver B False
AMQP Pﬁ;}’gllfb B True
MQTT Pﬁ;}’gllfb B True
RPC | Clsewer | B | Fase

Note: Data type — textual (T) or binary (B)

A. Synchronous protocols

Protocols with synchronous logic send requests
and wait for responses. In this case, the next request
can be sent only after finishing the previous one.
Protocols with synchronous logic are easy in
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implementing and maintaining. Today, the main
protocol of modern web systems is HTTP/HTTPS
(Fig. 1), which is implemented by synchronous logic.

E 1

HTTP Client

Server

Create TCP Connection

HTTP Request]

HTTP Responce

Close TCP Connection

Fig. 1. HTTP protocol schema

B.  Asynchronous protocols

In protocols with an asynchronous logic client
(sender) sends a request without a response waiting.

With a non-blocking model, we can achieve
higher sending performance, but the implementation
and maintenance of the system are significantly
complicated.

Such asynchronous protocols as AMQP (Fig. 2),
and MQTT are often used in modern web and IoT
systems.

AMQP Broker

Publish messages
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Send he message
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Fig. 2. AMQP protocol schema

IV. THE LITERATURE REVIEW

The Internet of Things (IoT) has become one of
the most popular technologies of the 21st century.
The first stage of building such a system is the
choice of architecture.

Software architecture based on microservices
design and ideal for easy scaling and efficient
processing of data in real-time [3].

Choosing a  protocol for  microservice
communication between software and sensors is an
equally important step in the development of systems
based on IoT. Over the past decade, there has been a
lot of research into microservices architectures,
protocols, and types of communication.

For example, in this paper [4], the authors review
and test the performance of three microservice
architecture approaches for real-time data processing.

One very important problem is sending huge
amounts of data to databases, which can
dramatically affect the performance of the entire
system-wide performance. The authors of [5]
propose a solution to this problem using the AMQP
protocol and conduct a comparative study with a
web service, considering the communication
between the client and the server.

If we would like to use core from Google, it
currently supports communication between devices
and the cloud with the use of MQTT and HTTP
protocols.

This article [6] provides a detailed analysis of
MQTT and HTTP using response rate metrics and
packet volume metrics when sending the same
payloads.

There is also research [7] on the gRPC buffer
protocol using the example of comparing the
efficiency of communication tasks between gRPC
and REST.

The paper [8] presented a benchmarking of
HTTP, MQTT, AMQP protocols to real-time public
data on cities.

In general, most of the reviewed papers consider
protocols and test them without detailed analysis and
graphs, comparing no more than two protocols. In
this article, we will review the most popular
microservice communication protocols for IoT-
based systems and perform performance testing.

V. MATERIALS AND METHODS

This research is experimental and analytical
approaches. It also contains a comparison of the
most popular data protocols used in IoT systems.
Performance testing was performed for each
protocol to determine in which case which protocol
is better suited.

Performance tests are performed on device
emulators, which allows you to effectively compare
the capabilities of technologies.

Since the goal is to evaluate the quality of the
protocols, they will be in the same Amazon network
to reduce the impact of the network on the
experiment.

For testing, JavaScript scripts were written using
the Node.JS server environment.

VI. EXPERIMENTS

In this section, we introduce the test scenario for
our experiments. For performance testing, we have
developed custom software that simulates
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transmission performance measurements using
HTTP, AMQP, MQTT, and GRPC clients. In our
experiment, the tests performed on AWS EC2
instances are detailed in Table II.

TABLE II. TEST SERVER HARDWARE DETAILS
Instance type t2.]large
CPU 3.3 GHz Intel Xeon**
Processor
vCPU 2
Mem (GiB) 8
Storage EBS-Only
Network Performance | Moderate

The HTTP (Fig. 3) and GRPC protocols (Fig. 4)
have a Client/ Server architecture. The client
initiates a request and waits for a response from the
server. For testing, we will need to create two EC2
instances, one for the server and one for the client.

Client Server

" Network ™
¢/ Request
Microservice 1 [¢

Microservice 2

Response ¢

Fig. 4. GRPC Client-Server architecture

AMQP and MQTT use a Publisher-Subscriber
architecture (Fig. 5). Messaging consists of three
parts - the publisher sends the message to the broker,
the broker creates a queue and topic, and the
subscriber subscribes to the topic and receives
messages from the broker. In our performance testing
for these protocols, we highlight two options for
testing Publish and Delivery. Using this architecture,
we will need to create three EC2 instances: a
publisher, a subscriber, and a message broker.

""Networkv“"a M\ Network

/ Message R Subscribe to the queu| )
Publisher  [: g Broker p Subscriber

", Message

Fig. 5. AMQP Publisher-Subscriber architecture

To reduce the impact of network latency as much
as possible, during testing, all instances work in the
same network. The most popular issues are request
processing speed, response time, and poor scalability.

We have selected the main metrics for evaluating
protocol performance (Test 1 — Test 5). Testing
results are listed in Figs 6 — 10.

VII. RESULTS

Test 1. Init connection time. Is the time taken to
complete the initial TCP connection and SSL
negotiation (where applicable).

20

Time (ms)

HTTP AMQP MQTT gRPC

Fig. 6. Init connection time

The results (Fig. 6) of this test are very similar
for all protocols. But it should be noted that for the
Client-server architecture (HTTP), a new connection
will be established for each request, which will
negatively affect to general performance. Instead,
for other protocols, this action will be performed
only once.

Test 2. Request per second (throughput) is a
measure of how many requests a server can handle
in a second.
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120,000

Messages
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60,000
40,000
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HTTP AMQP AMQP MQTT MQTT gRPC
Publish Delivery Publish Delivery

Fig. 7. Messages / Requests per second

The results of this test (Fig. 7) indicate that
MQTT/AMQP has a significant advantage over
HTTP/gRPC. Although MQTT/AMQP metrics are
scaled from two Publish/Delivery tests, these
protocols send more messages per unit of time.

The main reason is that the Client-Server
paradigm establishes a new connection for each
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message transmission, while the Publisher-

Subscriber paradigm can transmit any number of

messages in a single connection.

Test 3. Time to send 1M messages. An important
metric for evaluating a protocol is how much it can
handle over a million requests.
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Messages
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60,000
40,000
20,000

0

HTTP AMQP AMQP MQTT MQTT gRPC
Publish Delivery Publish Delivery

Fig. 8. Time to send 1M messages/requests

This test result correlates with Test 2 (Fig. 7) and
shows a significant advantage of MQTT/AMQP
over HTTP/gRPC.

Test 4. Throughput: Megabytes per second.
Throughput is the data transfer rate and is commonly
measured in bytes per second (b/s).

100
90
80
70

60

Mb/s

50

40

30

20

10

HTTP AMQP
Publish

AMQP MQTT MQTT gRPC
Delivery Publish Delivery

Fig. 9. Throughput Mb/s

Test 5. Data transferring performance. This test
indicates how many protocols need to transmit such
data size. The test used files from 0.1 to 500
Megabytes. Also, for some protocols, there is a limit
to the maximum message size. Therefore, messages
that exceeded this limit were transmitted in several
batches.

500,000

— HTTP

=—— AMQP Publish

100,000 —— AMQP Delivery
50,000 —— MQTT Publish

MQTT Delivery

— gRPC
10,000 g

5,000

1,000
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Time (ms)

100
50

100 200 300 400 500

File size (Mb)

Fig. 10. Data transferring performance

In this test, HTTP performed the best result,
therefore, it is best suited for transferring large files.

VIII. CONCLUSIONS

In this study, we developed an efficient test
environment for analyzing performance application-
level protocols for IoT-based systems. This
environment allows evaluating of the protocol
performance at the system design stage. Based on
the above environment performed tests for the main
protocols for microservice communication: HTTP,
HTTP/2, MQTT, AMQP, and gRPC.

Based on the conducted results, we can evaluate
the difference between asynchronous and
synchronous protocols for different IoT systems
scenarios, and their pros and cons.

The obtained results can be used to design stable
and cost-efficient [oT system architecture.
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I. B. 3akyruncekuii, 1. €. Padonzeii. MikpocepBicHa komyHikanis mas IoT cuctem. Orusig apxitekTyp Ta
TOPiBHAHHSA NPOXYKTHBHOCTI

BaxmmBuMm  eranmoM y po3podmi cydacHux loT cuctem € BHOIp KOMYHIKAIiHHMX TEXHOJOTIi Ta IPOTOKOJIIB.
Komynikanito 10T cucreMn yMOBHO MOXHa PO3IUIMTH HA JIBI YaCTHUHHU: 3B’S30K MK NPHCTPOSIMHU Ta XMapHUMHU
cepBicaMu Ta 3B’SI30K MK XMapHHUMH MiKpocepBicamMu (porpaMHHi piBeHb). Y 1iil poOOTI po3poliieHo cepeqoBuIle
TECTyBaHHS ISl OLIHIOBAHHS MPOAYKTHBHOCTI IIPOTOKOIIB MporpamMHoro piBHs. [IpornoHoBaHe cepenoBuIle 103BOIISIE
emymoBati [oT cucreMy 3 HH3BKOIO 3aTPUMKOI0 MEPEXi, IO J03BOJISIE €(PEKTUBHO OIIHUTH Ta MOPIBHATH
MPOAYKTUBHICTh Ta apXiTEKTYpy IPOTOKONIB, & TAKOX IOIUIBHICTh IX BUKOPUCTAHHS Yy THUX UM IHIIMX CHTYyaIlisX.
[IpoBeneno Ttectn It HaWmomysipHIMKMX mnpoTokomiB mporpamHoro piBas: HTTP, MQTT, AMQP i GRPC.
O1iHIOBaHHS MIPOIYKTUBHOCTI MPOBOAMIOCS HA OCHOBI TaKMX IMOKA3HHKIB SIK: MPOITYCKHA 3[aTHICTh, MapajeibHICTh,
MacImTa0oOBaHIiCTh, Ta Yac MOYATKOBOro 3’eaHaHHsA. OTpUMaHI EKCIEepPUMEHTANIbHI PE3yJAbTaTH Ta CEPEOBHUILE
TeCTyBaHHS MOYXHA BUKOPUCTOBYBATH IIPH MPOEKTYBaHHI XMapHOI apXiTekrypu cydacHux loT cucrem.

Karu4oBi cioBa: iHTepHET peueif; MPOTOKONM KOMYHiKalii; OmiHKa MPOAYKTUBHOCTI; MIKpOCEpBICHa KOMYHIKAaIlis;
MQTT; HTTP; AMQP; GRPC.
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