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Abstract—The paper considers the problem of constructing a training sample based on the use of semi-
supervised learning a teacher. The problem statement related to the problem posed is substantiated. It is
shown that obtaining a training sample in some cases is a difficult task that requires significant
computational and financial costs. The use of semi-supervised learning made it possible to label
unlabeled data and thus ensure the creation of a labeled sample of sufficient size. The paper gives
examples of generating a training sample, as well as its use for training neural networks, which are used
to solve the problem of multiclass classification. Using this approach, you can get a robust data set
consisting of a small amount of manually labeled images and a huge amount of pseudo-labeled or
augmented data. Using this approach, one can train a classifier to detect and classify any objects in
images with bounding boxes and label them accordingly.

Index Terms—Dataset formation; semi-supervised learning; pseudo-labeling; unmanned aerial vehicle;

YOLOVS5; object detection; classification problem.

I. INTRODUCTION

Traditionally, supervised learning tasks formulate
like this: we are given an ordered collection of /

marked data points D, =((xi,yi))f:l. Each data

point (x;, y;) consists of an object x; € X from a given
input space X, and has a label y; associated with it,
where y; is a real value in regression problems and a
categorical value in classification problems. Based
on a collection of these data points (training data),
supervised learning techniques attempt to derive a
function that can successfully identify the label y"
for some previously unseen input x*.

In many classification problems we also have

access to a collection of data points u, D, =(x,).",
whose labels are unknown. Where / is a labelled data
point. The data points for which we want to make
predictions, commonly referred to as test data, are,
by definition, unlabeled.

Semi-supervised classification methods attempt
to use unlabeled data points to construct a learner
model whose performance exceeds learners obtained
using only labelled data.

The proposed training dataset can be helpful in a
combat environment where we have many drone
photos and videos that would take an average person
several days of thorough work to process. The
proposed model of training sampling construction
allows increasing the amount of training data which
will consequently improve the efficiency of object
recognition for already existing models using
inference and creation of new ones.

II. PROBLEM STATEMENT

A.  Dataset formation problems

The problem of generating the right samples for
training a neural network has been described earlier
[2], [3]- In a situation where there are huge amounts
of data from UAVs, there is a need to automatically
process this data and use it to identify a potential
enemy. The data source can be either UAV-based or
satellite-based. A satellite transmits data in several
channels at once, which complicates the construction
of neural network models, but at the same time gives
additional context for the detection of enemy troops
and vehicles. The biggest drawback of any
supervised learning algorithm is that the data set
must be manually tagged by either a machine
learning engineer or a data analyst. This is a very
expensive process, especially when dealing with
large amounts of data. The biggest disadvantage of
any non-self-learning is that its range of applications
is limited. To deal with these disadvantages, the
concept of semi-supervised learning (SSL) was
introduced [4]. In this type of learning, the algorithm
is trained on a combination of labeled and unlabeled
data. Typically, this combination contains a very
small amount of labeled data and a very large
amount of unlabeled data. The basic procedure is
that the programmer first clusters similar data using
an unsupervised learning algorithm and then uses the
existing labeled data to label the remaining
unlabeled data. Typical use cases for this type of
algorithm have in common that it is relatively cheap
to obtain unlabeled data while labeling this data is
very expensive.
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B. UAV-based object detection problems

There are three main problems for object
detection on UAV-captured images:

1) image size variation (large and small scale);

2) high-density of objects;

3) large surface coverage

First of all, the scale of the object changes
drastically as the altitude of the drone flight varies.
Secondly, UAV images contain high-density objects,
resulting in overlapping objects. Thirdly, UAV-
based images always contain confusing geographical
elements due to the fact that they cover large areas.
The above-mentioned three problems make the
detection of objects in UAV imagery very difficult.

III. RELATED WORKS

A. Object detection

It is a fundamental task of computer vision and
has been widely studied in the literature [6] — [8].
Popular object detection systems include Region-
based CNN (RCNN) [6], YOLO [9], SSD [10] and
others. The progress made in existing works is
mainly to train a stronger or faster object detector
when sufficient annotated data is available. There is
growing interest in improving detectors using
unlabeled training data using a semi-observable
object detection system. Recently, a consistency-
based semi-supervised object detection method has
been proposed in [11], which provides consistent
prediction of the unlabeled image and its inverted
counterpart. Their method requires a more complex
Jensen—Shannon divergence to compute the
consistency regularization.

B. Semi-supervised learning

Semi-supervised learning for image classification
has recently improved considerably. Consistency
regularization is becoming one of the popular
approaches among recent methods and is inspiring in
object detection. The idea is to force the model to
generate consistent predictions when data is
augmented with label preservation. Examples
include Mean-Teacher [12], UDA [13], and
MixMatch. Another popular class of SSL is pseudo-
labeling, which can be seen as a hard version of
consistency regularization: the model performs self-
training to generate pseudo labels of unlabeled data
and thereby trains randomly augmented unlabeled
data to match the corresponding pseudo labels.

C.  Data augmentation

Data augmentation is crucial for improving
generalization and model stability [14], especially
gradually they become the main stimulus for semi-
supervised learning.

Finding appropriate color and geometric
transformations of input spaces has been shown to
be crucial for improving generalization [15].
However, most augmentations are mainly studied in
image classification. The complexity of data
augmentation for object detection is much higher
than for image -classification, since the global
geometric transformations of the data affect the
annotations of the bounding boxes.

D.  Modified YOLOVS detector

Our modification follows [1] (Fig. 1) the original
CSPDarknet53 [17] and path aggregation network
(PANet [18]) as the backbone and neck of our model.

At the head end, we add another head for the
detection of tiny objects. To improve the
performance and accuracy of our network, we use
several "tweaks" (Fig. 1). We use data augmentation
during training, it provides adaptation to abrupt
changes in the size of objects in the images. We also
use multi-model ensemble strategies and multiscale
testing for the output to obtain more accurate
detection results.

Our modified

neural network T Data
—— Ccomparison

Training Data
imagery * Augmentation

Testing Multiscale Model Trained

imagery * testing ~assembling et | Prediction

Fig. 1. The overview of working pipeline using our

YOLOVS model modification [1]

The main advantage of our model is that it can
work efficiently with different UAV photo sizes. Its
loss-counting function considers the differences
between heights and the number of elements in the
photo.

IV. PROBLEM SOLUTION

A. Implementation details

In order to obtain the best UAV object
recognition results, it was decided to choose the
YOLOVS neural network model with a modification
[1], which we have described before. We did not aim
to achieve the best recognition results in a short
period of time (the network was trained for a few
days only). Our goal was to generate a fully labeled
sample from a huge amount of unlabeled data.

The essence of our sampling approach is that we
take and manually label approximately 150 photos
and then train the detector to find the planes in the
UAYV photo. We then use this detector to mark the
remainder of the photos, in our case 650 more photos.
After that we need to refine the neural network using
the new data, having previously prepared it.
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We implement our model on Pytorch 1.12.1. All
of our models use a free graphics processing unit
(GPU) from Google Collab for training, validation,
and testing. For training, we use our modified
backbone with only one class to detect — airplanes.
As an initial dataset, we chose Roboflow aerial
dataset [16]. Our dataset creation procedure consists
of several stages:

1) data selection;

2) data normalization;

3) manual labeling;

4) data augmentation;

5) initial model warm-up with 150 images;
6) image labeling (650 images);

7) further inference.

Unsupervised loss formulation that leverages
unlabeled data is the key to SSL. Many advancements
in SSL for classification rely on some forms of

consistency regularization. We use a K-way
classification. The formula for consistency
regularization is defined as follows:

1, = w(x)l(q(x), p(x;6)), )

xeX

here x € X is an image, p, ¢ : X — [0, 1]K map x into
a (K — 1)-simplex, and w : X — {0, 1} maps x into a
binary value. £(-, -) measures a distance between
two vectors. Typical choices include cross entropy
and L2 distance. p represents the prediction of the
model that is parameterized by 0. ¢ is the prediction
target, and w is the weight. It determines the
contribution of x to the model loss.

B.  Pseudo-labeling
Pseudo-labeling can be defined as follows:

q(x) = ONE_HOT (argmax ( p(x;0))),

. )
w(x)=1 if max(p(x;0))>1.
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C.  Experimental results

To evaluate the performance of the network, it
was trained on 450 epochs, where at each epoch
improvements in object detection and recognition
were evaluated. The following training metrics were
obtained using the matplotlib visualization tool
(Fig. 2). Our recognition results are as follows
(Fig. 3). All data obtained by the network were
stored for further use and training on new data
samples to improve performance.

D.  Comparison with the other models

According to the result of our previous research,
we can compare our model modification with other
popular models of neural networks. We haven’t
changed the model described in [1] (Fig. 4), so the
results are accurate.

We also compared our model with YOLOVS
itself. There are several varieties of YOLOVS
models, namely YOLOvSs, YOLOv5Sm, YOLOVS5I,
YOLOvSx. Each of them differs in their
performance for different tasks. Some are better
suited for recognizing small objects in large photos,
others are better at recognizing large objects in
close-up photos, while others can recognize both
with varying success. We modified YOLOvV5s model
so that it can work with UAV-based data and detect
small objects in real time with high accuracy.

We also did comparison of different YOLOVS
modifications in Table L.

TABLE I. THE PERFORMANCE COMPARISON OF YOLOVS

MODEL MODIFICATIONS
Model | Size 0_‘;‘:‘3_1; < “:)‘.ASP S(I:::)d FLOPs
YOLOvss | 416 | 372 56 | 09 | 165
YOLOvsm | 416 | 452 | 639 | 17 49
YOLOwSI | 416 | 488 | 672 | 27 | 109.1
YOLOvsx | 416 | 507 | 689 | 48 | 2057
Ourmodel | 416 | 532 | 701 | 52 | 2343

train/cls_loss

val/cls_loss

metrics/precision metrics/recall
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Fig. 2. Learning metrics of the neural network at 450 epochs
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Fig. 4. Performance comparison with other popular
models

V. CONCLUSIONS

In this paper, we propose an algorithm to form a
dataset using a semi-supervised learning model. To
do so, we suggest using our YOLOvVS5 model
modification for classification model training. For
demonstration purposes, we used Roboflow's open
aerial dataset. To prove the concept of semi-
supervised learning, we manually labelled about two
hundred images. After that, we trained our modified
YOLOVS model to tag other five hundred pictures.
Our modified model showed increased detection
accuracy in a short-term classification task
compared to other known models. The proposed
approach can be utilized to expand the dataset with
more data samples and for further inference of
already trained object classifiers.
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B. M. Cunernazop B. B. KaamnkoB. ®@opmyBanHHs Ha0opy daHuX JJs HaByaHHAa Ha 6a3i BIIJIA 3
BUKOPHCTAHHSAM HANiBKEPOBAHOT0 HABYAHHS

Y po0oTi po3TISIHYTO 3aBIaHHS MMOOYIOBH HABYAJIbHOI BHOIPKM HAa OCHOBI BHKOPHUCTaHHS HABYaHHS 13 YaCTKOBUM
3a;mydeHHsM Bumtens. OOIpyHTOBAaHO NOCTAHOBKY 3aBJaHHsI, IOB's3aHy 3 MOCTaBJIEHOI mpobiemoro. [Tokazano, mio
OTpUMaHHS HaBYAJILHOI BHOIPKU y PS/i BUNAAKIB € CKIIaJHUM 3aBJIaHHSIM, sIKE OTpeOye 3HAUHUX OOYHMCIIOBAIBHUX Ta
(iHaHCOBHMX BHUTpaT. BUKOpUCTaHHS MallMHHOTO HABYAHHS i3 YACTKOBHM 3JIy4E€HHSIM BUUTENS JO3BOJMIO PO3MITHTH
HEMapKOBaHi JaHl i nuM 3a0e3NeYrTH CTBOPEHHS MapKOBaHOI BHOIPKM NOCTaTHHOro o0csry. B poOori HaBeneHO
NPUKIaIM TeHepalil HaBYalbHOI BHOIpKM, a TakoX I BUKOPUCTAHHS JJIsi HAaBYaHHS HEWPOHHUX MeEpeX, sIKi
3aCTOCOBYIOThCSl JUIS BUpIllleHHs OaraTokiacoBoi 3ajaul kiacudikauii. BukopucroByrouMm mei miaxin, MOXHA
OoTpUMaTu HalidHUK HaOlp NaHMX, IO CKIAJA€ThCs 3 HEBEIHKOI KUIBKOCTI pyYHHUX 300pakeHb 1 BEINYE3HOI KIJIBKOCTI
TICEBJIOPO3MIYEHHX JaHUX ab0 IONMOBHEHHX JIaHHWX. BHKOPHCTOBYIOUM IIeH MiAXiJ, MOXXHA HABUUTH Kiacudikarop
BUSIBIIATH Ta Kiacu(pikyBaTH Oyab-sKi 00'€KTH Ha 300pa)KeHHSIX 3 OOMEXKYBAaJbHUMH pPaMKaMH Ta MapKyBaTH iX
BIJIIIOBIAHUM YHHOM.

Karouosi cioBa: popmyBaHHs HAOOpY JaHMX; HAIliIBKEPOBaHE HABYAHHS, IICEBIOMApPKYBaHHs; OC3MIIOTHUH JIiTALHUN
amapat; YOLOVS; BusBiieHHS 00’ €KTiB; 3a1aua Kiracudikarrii.
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B. M. Cunernaszos, B. B. KaambikoB. Co3ganme oOy4yaromux Ha0opoB JaHHBIX Ha ocHoBe BIIJIA ¢
HCTIOJIb30BaHNEM TI0JIYYNIPABJISIeMOro 00y4eHust

B pabore paccMoTpeHa 3a7a4a OCTPOEHUs 00y4arolieil BBIOOPKM Ha OCHOBE HCIIOJIB30BaHMS O0YUEHHUSI C YACTUYHBIM
npuBiedeHneM yuutens. OOOCHOBaHa IOCTAHOBKA 3aJaud, CBS3aHHAasi C MOCTaBJIeHHOW mpobiemoii. [lokazaHo, 4Tto
noiyueHne y4eOHOM BBHIOOPKM B pSJE CIIydaeB SBIISIETCS CIIOXKHOM 3amadeil, Koropas TpeOyeT 3HaYMTeIbHBIX
BBIUMCIIUTEIBHBIX M (MHAHCOBBIX 3aTpar. lIcnonb30BaHHE MAIIMHHOIO OOYYEHHs C YAaCTHYHBIM HpPHUBIICUYCHHEM
YUYHTENsl TO3BOJIMIIO Pa3METHTh HEMAapKUPOBAaHHBIC JIAHHBIE M TEM CaMbIM OOECIEYHTh CO3JIaHWE MapKUPOBAHHOMN
BBIOOpKH J0cTaTouyHoro odbeMa. B pabore mpuBeleHbl NPUMEPHI I'eHepalMy OOydaroleid BBIOOPKH, a TaKKe ee
UCIIONIb30BaHKE I OOy4YeHUs] HEHPOHHBIX CETeH, KOTOpble MPUMEHSIOTCS JJIsl PELICHUs 3a/la4d MHOTOKJIACCOBOM
knaccudukanmu. Mcnone3yst 3TOT MOJAX0/], MOXKHO MOJMYyYUTh HaJEKHBIH HA0Op JaHHBIX, COCTOAMIMN M3 HEOOJBIIOrO
KOJIMYECTBA Pa3MEUYEHHBIX BPYYHYIO HM300pa)K€HHII M OrPOMHOTO KOJMYECTBA IICEBIOPAa3MEUEHHBIX JAHHBIX WIIU
JIOTIONIHEHHBIX ~ JIaHHBIX. VICmomp3ys 3TOT MOAXOJ, MOXKHO OOYydYUTh KilaccUpuUKaTop OOHApyKHUBaThb W
knaccuduipoBaTh JrOOBIe OOBEKTHl Ha H300pAKEHHSX C OrPaHUYHUTENFHBIMH paMKaMH M MapKHUPOBaTh HX
COOTBETCTBYIOIIUM 00pa3oM.
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