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Abstract—It is considered t the Takagi-Sugeno-Kang fuzzy neural network and its modern variations.
The use of regularization, random exclusion of rules from the rule base allows solving the problem of
excessive similarity of rules in the rule base. The use of batch normalization to increase the generalizing
properties of the network allows to increase the accuracy of the model, while maintaining the possibility
of interpreting the results, which is characteristic of fuzzy neural networks. It is proposed to use an
ensemble of fuzzy neural networks to increase the generalizing capabilities of the network. Studies of the
Takagi-Sugeno-Kang fuzzy neural network for the task of diagnosing the coronavirus disease show that
the proposed model works well and allows to improve the result.

Index Terms—Takagi—Sugeno—Kang fuzzy system; fuzzy neural networks

normalization.

I. INTRODUCTION

The Takagi—Sugeno—Kang (TSK) fuzzy system
is widely known and is used for classification and
regression  problems in  many areas —
creditworthiness assessment, macroeconomic
forecasting, stock market forecasting, assessment of
the technical condition of construction, and others
[1], [2], [3]- Since the TSK fuzzy system can be
represented as a neural network with five layers, it is
also known as the TSK fuzzy neural network. TSK
fuzzy neural network parameters are adjusted using
evolutionary algorithms, or gradient descent, or
hybrid algorithms. Evolutionary algorithms require
the support of a large population, can converge to
different solutions and, accordingly, require high
computational costs. Gradient descent requires the
computation of the gradient over the entire data set
to iteratively update the parameters. This can be
quite slow when we have a large number of
parameters and a large amount of data. Traditional
approaches to solving the problem of too many
parameters include reducing the number of features
and adjusting the number of rules. Reducing the
number of features is possible using traditional data
analysis methods [4]. The number of rules can be
adjusted: 1) by gradually increasing the rule base; 2)
by gradually removing rules from the rule base by
evaluating the quality of the fuzzy network; 3) by
focusing on the firing level of the rule when adding
a rule to the base [5]. Modern researchers, inspired
by the successes in the field of deep neural
networks, apply deep learning approaches in fuzzy
neural networks as well. Batch normalization (BN),

ensemble; batch

regularization, layer normalization (LN), random
exclusion of a rule from the rule base during
network training — all these techniques for training
deep neural networks can be applied to the TSK
fuzzy neural network. An important advantage of
fuzzy neural networks is the possibility of using a
trained rule base to interpret the result, which is
especially important in a field such as medicine.

II. PROBLEM STATEMENT

A. Traditional TSK fuzzy neural network

N

Let the training dataset be D ={x,,y,} , where

n=1"

T ) ) )
X, = [an],...,yw] eR” is a D-dimensional
feature vector and y, €{1,2,...,C} is a class label for

a problem with C classes or y, € R for regression

problems. Let our TSK fuzzy system have R rules.
Each rule can be represented as:

Rule,: [Fx, is A, and..and [Fx, is 4,
D
THEN y, (x) =b,, + Db, X,
d=1
where 4, , is a linguistic variable specifying the d-
feature of an r-rule. b, , is a linear parameter of the

network for the d-feature of the r-rule. A Gaussian
membership function is most often used to specify a
linguistic variable, which has the form:

Uy, (xd) = exp[_w}

20}",6]
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where m_, and o, , are the center and standard

deviation of the Gaussian membership function of
the linguistic variable A, ,. The final output of the

network will be

PIWAEIAE)
y(x)==F—,
> f(x)
where
f.(x)= lj“/h,d (xg) =exp _4D=1 %

the firing level of the rule r. The structure of such a
fuzzy neural network is shown in Fig. 1.

The network is trained by a gradient descent
algorithm. For classification problems, the cross-
entropy loss function is taken. To improve the
classification accuracy, it is necessary to overcome
the traditional problems of gradient descent.

B.  Application of deep neural network

approaches to TSK fuzzy network

Overfitting is a well-known problem in machine
learning. In such case, a model performs well on
training data and performs badly on new data. This
problem is solved by regularization — the loss
function is adjusted for greater generalization of the
model. In fuzzy neural networks, there is a problem
when one rule is most often activated and it makes
the biggest contribution to the response, as a result
we will have a rule base with a large number of
identical rules.

Fig. 1. The structure of the TSK fuzzy neural network

It is possible to check the similarity of the rules
in the process of training the network, but this is an
additional computational cost. In order for the rules
in the rule base to have approximately the same
firing level of the rule and make the same
contribution to the response, the authors [6]
suggested using regularization. To force all rules to

have the same firing level of the rules, a uniform
regularization (UR) is added to the loss function in
gradient descent:

Ly = Zﬂﬁ(X)[%Z(z(xn)—‘t)zj,

n=1

where N is the number of training samples; t € [0,1]
is the expected level of firing level of each rule, for
C classes it is set to 1/C.

Another approach to the regularization of deep
neural networks is dropout. It is a regularization
technique for reducing over fitting neural networks
by randomly turning off neurons during training. In
this way, several networks of different architectures
are trained in parallel. This approach is also
applicable to fuzzy neural networks [7]. It is called
Drop Rule and involves randomly dropping a rule
from the rule base, which can improve the
performance of the TSK model.

Batch normalization (BN) is designed to speed up
and stabilize the learning process of a deep neural
network by normalizing the outputs of neurons in
hidden layers. This technique can also be applied to
TSK fuzzy neural networks [6]. At the training
stage, the firing levels of the rules are first
calculated, and then the BN is used to normalize the
inputs, according to their mean and standard
deviation in the current mini-batch. The normalized
inputs are then used to compute the rule
consequents. After training in the BN layer, we have

the mean value mz(ml,...,mD)T and standard

00 T o
deviation G=(Gl,...,GD) , v and P is parameters

that are determined during training, € is set to 1e-8 to
avoid division by zero. Then the output of the r-rule
will be:

D X, —m
(BN =b bl 4 4BD.
yl ( (xn)) 7,0 +’Y; rd '062] +e_ +B

The structure of such a TSK fuzzy neural
network is shown in Fig. 2.

Fig. 2. The structure of the TSK fuzzy neural network
with a BN layer
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The use of the above approaches allows to
increase the performance of fuzzy neural networks
while maintaining the possibility of interpreting the
result.

III. PROBLEM SOLUTION

A.  Ensembles of neural networks

The statistical nature of learning neural networks
leads to the fact that they have low bias and high
dispersion. Each time during training, the network
learns a slightly different input-to-output mapping
function. Ensembles are a powerful approach in
machine learning, when combining several different
models can improve the accuracy of the overall
result. This approach is used to build models for
solving problems in many areas [8], [9]. Combining
several neural networks into an ensemble allows to
get a model with less variance. Combining multiple
networks with different training parameters,
different layers, etc. that learn a more heterogeneous
set of mapping features reduces the variance and
reduces the error of the generalized model.

B.  Experimental results

Different configurations of TSK fuzzy neural
networks were trained on 500 epochs to sample data
on symptoms of the coronavirus disease [10]. The
assessment of the accuracy of networks during
training is shown in Figs 3 and 4. Comparison of the
precision, recall and fl-score metrics for different
configurations of the TSK fuzzy neural network are
shown in Table I.
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Fig. 3. Accuracy score. (a) TSK+BN;
(b) TSK+UR+DropRule; (¢) TSK+BN+UR+DropRule;
(d) TSK+BN+DropRule
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Fig. 4. Accuracy score. (a) TSK+BN+UR;
(b) TSK+DropRule; (¢) TSK+BN; (d) TSK

TABLE I. COMPARISON OF THE RESULTS OF
DIFFERENT VERSIONS OF THE TSK Fuzzy NEURAL
NETWORK

Precision | Recall N

TSK 0.9774 | 0.9919 | 0.9846
TSK+DropRule 0.9885 | 0.9896 | 0.9891
TSK+BN 0.9817 | 0.9885 | 0.9851
TSK+UR 0.9896 | 0.9862 | 0.9879
TSK+BN+UR 0.993 0.9862 | 0.9896
TSK+BN+DropRule 0.993 0.9862 | 0.9896
TSK+UR+DropRule | 0.9953 0.985 | 0.9902
TSK+UR+DropRule | 0.9953 0.985 | 0.9902
+BN

The best performance was achieved by the fuzzy
TSK network with regularization. It can be
explained by the presence of a diverse rule base. The
best 5 TSK fuzzy neural network configurations
were selected for the neural network ensemble. To
increase the accuracy, not only the outputs of the
basic models, but also the input data were taken as
input data for the Result Aggregation block. The
structure of the ensemble is shown in Fig. 5.
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estimate of classification accuracy of 98.56%. [6]
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H. B. llanoBaJi. Bukopuctanns HeuiTkoi HeiiponHoi Mepexi TCK pnsa niarHoctyBannst xsopux Ha COVID-19

B crarTi posrisimaerbes Hewitka HedipoHHa Mepexkxa TCK ta cyuachi i Bapiamii. BukopucranHst perynsipusarii,
BHUIIaIKOBOTO BUKITIOUEHHSI MPABWII 3 0a3M MpaBHiI JO3BOJISIE BUPININTH NPOOJIEMY 3aBEIHMKOI CXOXKOCTI MpaBmIl B 0asi
npaBwl. BukopucTaHHs makeTHOI HOpMaiizamii Juisi 301IBIICHHS Y3arajbHIOIOUMX BIIACTUBOCTEH Mepexi J03BOJIsIE
IiIBUIINTY TOYHICTh MOJIEINI, 30epiraloyu Mpy bOMY MOXKIIUBICT IHTEpIIpETalii pe3y/bTaTiB, SKa BIACTHBA HEUiTKHIM
HEWPOHHUM MepeKaM. 3alpoIlOHOBAHO BHKOPUCTAHHS aHCAMOJII0 HEYITKMX HEHPOHHHX MEpEeX JUIsl IiABUIICHHS
y3arajibHIOIOYHX MOXKIIMBOCTEH Mepexi. JlochmipkeHHS 3 BENMKUMHM Ha0opaMH AaHUX SK Ui 3a/1adi JiarHOCTHKA
XBOPOOHU cepiisd Tak i I 3aadi JiarHOCTHKH KOPOHABIPYCHOI XBOPOOH MOKA3YIOTh, IO 3alPOIIOHOBaHA MOJIENb T00pe
TIPAIIOE 1 TO3BOJISIE TTOKPALIUTH PE3YJIbTAT.

Karouosi ciioBa: neuitka cucrema TCK; aHcaMOiIb HEUiTKMX HEHPOHHUX MEPEK; ITAKeTHA HOpMaTizallis.



54 ISSN 1990-5548 Electronics and Control Systems 2022. N 1(71): 50-54

lanoBan Haranist BitaaiiBaa. ORCID 0000-0002-8509-6886. Kanauaat TeXHIYHUX HayK.

Haunionanbuuii TexHiuHMiA yHiBepcuTeT YKpainu «KuiBchkuii momiTexHidHuil iHcTUTYT iM. Iropst Cikopcebkoro», Kuis,
VYkpaina.

Ocsirta: KuiBcbkuit nmomitexHiunuii incturyt, Kuis, Ykpaina, (2010).

HamnpsiMm HayKoBOi JisTBHOCTI: KOMIT IOTEPHUH 31p, HEUITKI HEHPOHHI Mepexi, ITUOOKI HEHPOHHI MEepexi.

Kinpkicts myoOmikarii: 5.

E-mail: shovgun@gmail.com

H. B. llanopaJ. Ucnonb3oBanue HeueTkoil HeliponHoii cetn TCK g nuarnoctuku 6oabusix COVID-19

B cratbe paccmatpuBaercss Heuerkas HeiipoHHas cetb TCK u ee coBpemeHHble Bapuaiuu. lcmonb3oBaHue
PEryasapu3anuy, CIy4aiHOro UCKIIOYCHUS MPAaBIWI U3 0a3bl MPABWII MO3BOJISACT PEIIUTH MPOOIeMY OONBIIOrO CXOACTBA
mpaBwi1 B Oa3ze mpaBwil. VICIonah30BaHHE MAKETHOW HOPMAJU3AIlUM JJIs YBEIWYCHUSA OOOOIIAIONIMX CBOHCTB CETH
MO3BOJIIET TMOBBICUTH TOYHOCTH MOJETH, COXpaHss IMPH 5TOM BO3MOXKHOCTh HWHTEpPNpETAlMd PE3YNIbTATOB,
CBOWCTBEHHBIX HCUCTKUM HEHPOHHBIM ceTsM. [IpeniokeHo HCIoIb30BaHNE aHCAMOJIS HEUETKUX HEHPOHHBIX CeTel st
MOBBIIICHUsT 00O0O0IIAIONIMX BO3MOXKHOCTEH ceTH. McciaemoBanus ¢ OONBIIMMH HAaOOpaMU IaHHBIX Kak JJIA 3aIadd
JMUATHOCTHKU OOJNIe3HM cepalla, TaK W JUIA 3aJadyd JMAarHOCTUKH KOPOHABHUPYCHOM OOJIE3HM ITOKA3bIBAIOT, YTO
MIPEUIOKEHHAS MOJICITb XOPOIIO padoTaeT U MO3BOJISAET YIYUIIUTh PE3yIbTaT.

KiroueBnie ciioBa: Hederkas cucrema TCK; ancamOiIb HeUeTKMX HEHPOHHBIX CETel; MaKeTHAs HOpMasIu3alus.
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