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Abstract—Artificial neural networks can be trained on useful signals of the source data, but can not be
taught on noisy data, so it is usually performed noise reduction or error compensation. This paper
implements a noise reduction model based on artificial neural networks to suppress high-noise
components, which is important for optimizing pre-filtering methods. The process of cleaning computers’
tomography scans in medical examinations of patients with tuberculosis is considered as an given
problem in which the suppression of noise present in the image is required.. In order to reduce the level
of radiation due to it is quite harmful to human. the power of the radiation is reduced. As a result, the
ratio of the useful signal to noise is reduced, which causes noise, which contaminates the image and
complicates its processing. Additional shadows appears on the image that no objects exist, which can
provide false diagnosis. An algorithm for structural-parametric synthesis of convolutional neural
networks used in image noise suppression has been developed. Computer tomograms of tuberculosis
patients provided by the Research Institute of Pulmonology and Tuberculosis of the National Academy of
Medical Sciences of Ukraine were used as a training sample.

Index Terms—Intelligent system; tuberculois; X-rays; convolutional neural networks; computer

tomography; CycleGAN; neural networks; UNET; ResFCN; MobileNetV2.

I. INTRODUCTION

In late December 2019, Stanford University
published the results of a study according to which
the computing power of artificial intelligence is
more than seven years ahead of Moore's Law. This
law says that CPU speed doubles every 18 months,
so developers can expect to double the performance
of applications in these terms are for the same cost
of equipment. But a report by a team of researchers
from Stanford University, prepared in collaboration
with McKinsey & Company, Google, PwC, OpenAl,
Genpact and Al21Labs, showed that the computing
power of intelligent system (Al) is growing faster
than the power of traditional processors. The turning
point, when the speed of development of artificial
intelligence began to precede Moore's Law, was
2012 [1].

The first research in the field of Al, which started
in the 50s of the last century, was aimed at solving
problems and developing systems of symbolic
calculations. In the 1960s, this trend attracted the
interest of the US Department of Defense: the US
military began teaching computers to mimic human
mental activity. For example, the US Department of
Defense's Advanced Research Projects Office
(DARPA) carried out several virtual street map
projects in the 1970s, and DARPA managed to
create intelligent personal assistants in 2003, long

before Siri, Alexa and Alexa Cortana. These works
became the basis for the principles of automation
and formal logic of reasoning used in modern
computers, in particular, in decision support systems
and intelligent search engines designed to
complement and increase human capabilities.[2,8]

Today, Ukraine is one of the global sources of
post-Silicon Al innovation and related technologies.
We are receiving the largest number of international
grants for Al development, winning competitions
and receiving significant investments.

Ukraine is one of the leading suppliers of Al
technologies in Eastern Europe and the world.
Ukraine’s IT is the third largest industry, the third
largest export sector now. Possibilities of artificial
intelligence:

* increase business productivity through
widespread automation of basic business
processes (including the use of robots and
autonomous transport systems);

* increasing the demand for products and
services of companies through their
personalization and individual approach to
each client. This will help the use of Al-
assistants and analytical programs;

» automation of audience filtering processes
online, sampling of potential customers;

* automation of processes of registration of
orders, orders and sales;
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» security control and implementation of a
smart authentication system [3], [4], [7], [9].

II. INTELLIGENT SYSTEMS OF MEDICAL
DIAGNOSTICS AS AN IMPROVEMENT ACCURACY
OF DIAGNOSIS

Health information systems are currently being
actively developed. One of the promising areas of
the current stage of health informatization is the
development of intelligent medical diagnostic
systems (IMS), which provide support for decision-
making by physicians. This is primarily due to the
lack of experience of doctors, rapid development of
medicine and lack of time resources for training and
experience of staff, resulting in the use of duplicate
research and wasted expensive and unnecessary
treatments [5].

The intellectual element of IMDS is the neural
network (NN), which is used to process ultrasound,
computer tomography (CT), magnetic resonance
imaging (MRI) and support decision-making
regarding the final diagnosis [22], [23].

When solving applied problems in order to
increase accuracy and reduce complexity, the task of
finding the optimal network topology and,
accordingly, structural (determining the number of
hidden layers and neurons in them, interneuronal
connections of individual NN) and parametric
(weighting) optimization. One of the leading trends
in modern computer science has been the
development of hybrid NN (consisting of various
structures united in the interests of achieving goals)
based on deep learning, which allows to solve
complex problems (especially medical image
processing), which can not be solved based on
individual methods or technologies. To date, the
most effective means of image processing are
convolutional neural networks (CNN). The
convolutional neural network is built on the basis of
the convolution operation, which allows to teach
CNN on separate parts of the image, iteratively
increasing the local learning area of a single
convolution nucleus [24], [25], [17].

III. PROBLEM STATEMENT

Solving the problem of determining the degree of
activity of the inflammatory process of tuberculosis
by found active foci on CT images of patients
requires the construction of a comprehensive
algorithm with additional processing (cleaning and
selection of informative scans) and post-processing
(cleaning and refining masks) data.

The task of image restoration is, as a rule,
incorrect (very unstable) and to solve it it is

necessary to use modern, stable methods. The task
of image restoration task is quite simple and clear.
At the same time, solving this problem requires the
use of quite diverse and complex tools, including
mathematical modeling, statistical estimation theory,
Fourier transform, optimization methods, numerical
methods of linear algebra and others. Now let's
move on to a more formal and scientific description
these processes of distortion and recovery. We will
consider only halftone black and white images under
the assumption that to process a full color image it is
enough to repeat all the necessary steps for each of
the RGB color channels.

The image is often distorted due to the
imperfection of optical devices, defocusing images,
due to the influence of the environment between the
object and the device for a number of other reasons
[21], [20].

The main task is the semantic segmentation of
CT images into two classes: tuberculoma and
background.

IV. COMPUTER TOMOGRAPH AND NOISE TYPES

Computed tomography has become one of the
major breakthroughs in diagnostic radiology.

The first clinical computed tomography was
created by G. N. Hounss field for head examination
and installed in 1971 at Atkinsonn Morley Hospital
in Wimbledon, England. The first body tomograph
was installed in 1974, and by the end of the 1970s
the technical evolution of CT was largely completed.

Computed tomography is a method of X-ray
tomography in which a beam of X-rays passes
through a thin layer of the patient's body in different
directions. Parallel collimation is used to form a
beam in the form of a thin fan that determines the
thickness of the layer being scanned. Attenuated
radiation intensity at the output of the patient's body
is measured by detectors.  Mathematical
reconstruction of images (inverse Radon
transformation) allows you to calculate the local
attenuation of radiation at each point of the cut.
These local attenuation coefficients are converted to
CT numbers and finally converted to grayscale,
which are displayed on the screen, forming an
image. The signals recorded by the detectors during
the scan are pre-processed to compensate for the
inhomogeneities of the detector system and to
correct artifacts caused by the increased stiffness of
the radiation inside the examined body. The data
obtained after different steps of correction and
conversion of the signal intensity of the X-ray
attenuation value are called the initial CT data. The
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array of initial data on tomographs of the 3rd and 4th
generations consists of radiation attenuation profiles
from 500-2300 projections for each rotation of the
X-ray tube by 360°. Each projection, in turn, is 500-
900 values of attenuation of radiation [10].

Reconstructing an image from an original data
array creates an image data array.

A. Gaussian noise

The main sources of Gaussian noise in digital
images occur during its acquisition, for example,
sensor noise caused by poor lighting and / or high
temperature, and / or transmission, such as electronic
circuit noise. The standard model of this noise is
additive, independent in each pixel.

B. Noise of salt and pepper

Common "thick tail" or "impulsive" noise is
sometimes called salt and pepper noise or spike
noise. An image that contains salt and pepper noise
will have dark pixels in the light areas and bright
pixels in the dark areas.

C. Poisson noise

Poisson noise or fractional noise is a type of
electronic noise that occurs when a finite number of
energy-carrying particles, such as electrons in an
electronic circuit or photons in an optical device, are
small enough to cause statistical fluctuations in a
measurement.

D. Fractional noise

The predominant noise in the lighter parts of the
image from the image sensor is usually the cause of
statistical quantum fluctuations, ie changes in the
number of photons perceived at a given level of
influence. This noise is known as fractional photon
noise.

E. Blind noise

The image is often distorted due to the imperfec-
tion of optical devices, defocusing images, due to the
influence of the environment between the object and
the device for a number of other reasons [11].

V. HIGH-PERFORMANCE CONVOLUTIONAL
NEURAL NETWORKS

The convolutional neural network is a special
architecture of the artificial neural network created
for high-efficient recognition operations . In case of
MRI image of liver fibrosis it's necessary to process
the texture of image.

There are some principal types of CNNs used for
image classification: ResNet, CycleGAN, UNet,
Mask RCNN.

ResNet is an abbreviation for Residual Network.
The ResNet model has fewer filters and Iess
complexity than VGG networks. ResNet converges
faster than its simple analog, while deeper ResNet
achieves better learning results than an non-deep
network.[12]

CycleGAN is a type of generative adversarial
network used to carry image style. CycleGAN can
be trained to convert images from one domain (e.g.
Fortnite) to another, such as PUBG.

UNet is considered one of the standard CNN
architectures for image segmentation tasks, when it
is necessary not only to determine the entire class of
an image, but also to segment its areas by class, i.e.
create a mask. The network architecture is a
sequence of layers that first reduce the spatial
resolution of the image, and then increase it by first
combining it with the image data and passing
through other layers of the convolution. Architecture
the convolution network UNet can be used not only
for segmentation, but also for detecting objects in
images.

Mask RCNN — a network with this architecture
allows you to highlight the contours (masks) of
different objects in photographs, even if there are
several such objects, they have different sizes and
partially overlap. The network is also capable of
recognizing the poses of people in the image. Mask
RCNN develops the Faster RCNN architecture by
adding another branch that predicts the position of
the mask covering the found object, and thus solves
the instance segmentation problem [13], [14].

Since in this work it is necessary to classify the
texture of liver tissue, high demands are placed on the
accuracy of solving the classification problem [6].

The better results are given by ResNet, which is
based on the so-called residual block (Fig. 1), with a
shortcut connection through which data passes
without changes. The Res block is a series of
convolutional layers with activations that convert the
input signal x to F(x). A shortcut join is an identity
transformation x — x. The architecture of the
ResNet represented on Fig. 2.

Level feature map

onvolution
Input feature map

T
level -1

convolution layer | - one layer

Fig.1. The residual block of the ResNet architecture
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Fig. 2. Architecture of the ResNet

Using the ResNet architecture, it was possible to
train a neural network with a depth of 18 layers
(against the three-layer network used in the initial
stages of work) with achieving acceptable
recognition results simultaneously for 10 classes
(five are sufficient for recognizing liver fibrosis)
with a small number of images in the training set.

To make the final decision on the class of the
analyzed image, the SoftMax layer was used with
the number of outputs corresponding to the number
of classes considered. The resultant class was the
one that corresponded to the output of the SNA with
the maximum response. One of the possible ways to
take into account possible unknown classes and
empty background images is to introduce a response
threshold on the output layer of the SNA and treat
the case “maximum response <threshold” as “not
recognized” [15], [16].

A feature of the ResNet architecture is that the
convolutional layers have 3x3 filters, as well as the
fact that a quick connection is added to the network,
which turns the network into its residual version.

The main point of this approach is to add paths to
bypass groups of neural network layers, forming a
residual block.

Deep learning-based algorithms provide a
powerful framework for automatic feature
generation and image classification using MRI on
liver fibrosis. Such algorithms eliminate the need for
manual segmentation and feature extraction from the
images. However, they demand the use of a large
training dataset.

Based on transfer learning being a variant of the
typical deep learning-based algorithms — in that the
neural network is pre-trained by a very large number
of training datasets worldwide using weakly or even
irrelevant image sources, — we hypothesized that the
pre-trained deep learning neural network in transfer
learning approach can accurately stage liver fibrosis
in a fully automated manner.

VI. PROBLEM SOLUTION

The ensemble of deep convolution neural networks
of medium size (~ 30—40 million scales), focused on
medical data, is proposed to carry out the main

segmentation processing of scans to maximize
accuracy. Most modern approaches do not have an
end-to-end approach in the diagnosis of the disease,
so this paper developed a new methodology for
detecting tuberculosis and determining the degree of
tuberculosis activity by solving the following tasks:

e transformation into hounsfield units;

e scgmentation and selection of scans with
tuberculomas;

e cleaning of selected CT images from noise;

e use of an ensemble of segmentators;

e reading and selection of masks;

e determination of disease activity [18].

The next step of the proposed methodology is the
selection of scans with pathologies — the problem of
binary classification is solved. Such a classifier can
be a small (up to 3 million parameters)
convolutional neural network with a total processing
time of several tens of seconds on a mid-range CPU
(CPU). The use of MobileNetV2 architecture is an
effective solution for processing images with limited
computing resources. In this paper, transfer learning
of this architecture, provided on the ImageNet
dataset, is proposed for the selection of informative
scans. The advantages of MobileNetV2 for this task
are: small size -3—4 million parameters; the ability to
use the model on weak CPUs and mobile devices;
using Depthwise Separable Convolution allows to
reduce the amount of calculations by 8-9 times; use
of inverted residual bottleneck layers, which makes
the calculation more memory efficient; scales on the
ImageNet classification dataset allows our model to
converge faster on the task of selecting informative
scans. The algorithm for selecting scans with
pathologies is as follows. Segmentation of lung
viscera scans. Performs a trained MobileNetV2
network on all patient images. Selection and transfer
to the stage of selection of tubercles only those
images whose label is equal to 1 (the image is a
tubercle) [19].

VII. CONCLUSIONS

The necessity of reducing the power of X-rays
during the examination of patients is substantiated. It
is shown that in this case there are problems with the
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quality of tomograms on which there are obstacles
(extra elements) that do not reflect reality. The
necessity of using artificial neural networks to
prevent the presence of noise in the images is
substantiated. CNN's multilayer noise reduction
models are studied from a set of training images that
are modeled using the XCAT phantom. To simulate
a realistic noise model, Poisson noise is added to the
synogram area. Both implemented architectures, the
direct fully convoluted ResFCN network and the
more powerful U-Net ResUNet architecture, have a
residual connection for improved noise reduction.
The results show that ResUNet is able to surpass
ResFCN with a peak signal-to-noise ratio of 44.00
and 41.79, respectively.
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B. M. Cunernazos, 5. B. Xapuyk. InTenekTyanbHa cucTteMa nonepeaHboi 00po0Ku 300paxkeHb 3 KOMII'HOTePHUX
Tomorpadis

ITyyni HeWpoOHHI MepeXi MO)KHa HaBYAaTH Ha KOPUCHUX CUTHAJaX BHXIJHUX JaHHWX, aje HE MOXKHA HAaBYaTH Ha
3allyMJICHUX JaHUX, TOMY 3a3BHYail BHKOHYETHCS LIYMOIOJABJICHHS CHUTHAIIB a00 KOMIICHCAIlisI TIOMWJIOK. Y I
Ppo0OTI peanizyeThcsi MOZEIb NIYMOITOIABICHHSI HA OCHOBI IITYYHUX HEHPOHHUX MEPEX VIS MPUIYIIECHHS KOMIIOHEHTIB
3 BUCOKHMM PIBHEM IIIyMY, IO BXKJIMBO JUIS ONTHMIi3alii METoiB nonepeaHbol ¢inprpamii. Sk npukiaaxe 3aBiaHHs, B
SIKOMY TIOTPIOHO TPHIYIICHHSA IIyMiB, IPUCYTHIX Ha 300pakKCHHI, pO3TJLINAETBCA IIpolleC OOpOOKH CKaHIiB
KOMIT'IOTEPHOro ToMorpada mpu MEeJUYHUX JOCTIDKEHHSX MAIli€HTIB, SKI XBOpI Ha TyOepKyiab03. Y KOMI'FOTEPHHX
ToMorpadax SK BUIIPOMIHIOBaHHS BHKOPHCTOBYIOTHCSI PEHTI€HIBCHKI ITPOMEHI, IO JOCHUTh IIKIAJIHBUM IS JIIOAWHH.
Tomy 3 MeTOI 3HIKEHHS PiBHS ONPOMIHEHHS MOTY)KHICTh BUIIPOMIHIOBaHHS 3HIXKYIOTh, B pe3ynbraTi 3HHKYETHCS
BiJTHOIIICHHSI KOPHCHOT'O CHUTHAIY IIyM, IO BUKJIMKAE TOSBY IIYMiB, SIKi 3a0pyAHIOIOTH 300paKeHHS 1 YCKIIaJHIOIOTh
roro o0OpoOky. Ha 300pakeHHI 3'SBJISIOTHCSA JOJATKOBI TiHI, IO HE ICHYIOTH O0'€KTH, IO MOXKE MPU3BECTH JIO
MOCTaHOBKH TTOMHJIKOBOTO JiarHo3y. ¥ po0OoTi HaJaHo JeTalbHUI OMKC pOoOOTH KOMIT'IoTepHUX ToMorpadis. HaBeneHo
OMHUC TOIMOJOTIi 3rOPTKOBHUX HEHPOHHHX MEPEXK, IO BUKOPHUCTOBYIOTHCA ISl OOpoOKHM 300paskeHb. Po3pobieHo
aITOPUTM CTPYKTYPHO-TIAPAMETPUYHOTO CHHTE3y 3TOPTKOBUX HEHPOHHMX MEPEeX, IO BHKOPHCTOBYIOTbCS NpPHU
NPUAYIIEHH] IIyMiB 300pakeHb. SIK HaBuanbHy BHOIPKY OyinM BHKOPHCTaHI TOMOIPaMH XBOPUX Ha TyOepKyJbo3,
HajaHuX HayKoBO-JOCHIAHUM IHCTUTYTOM IyJbMOHOINOrII Ta ¢ruziaTpii HarionanbpHOi akagemil MEAWYHHX HayK
VYkpainu.

Karou4oBi ciioBa: iHTeNeKTyalbHa CHCTEMa; TyOePKYJIbO3HHH; PEHTTCHIBCHKI ITPOMEHI; 3rOPTKOBI HEHPOHHI Mepexi;
komit'totepHa Tomorpadis; CycleGAN; mtyuni HetfiponHni mepexi; UNET; ResFCN; MobileNetV2.
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B. M. Cunernasos, . B. Xapuyk. HHTe/IeKTyanbHAA cUCTeMa NpeaBapuTeabHON 00padoTKN M300pakeHuil ¢
KOMIBIOTEPHBIX TOMOTpag)oB

HckyccTBeHHbIE HEHPOHHBIE CETH MOXKHO 00Y4YaTh Ha ITOJIE3HBIX CUTHANIAX MCXOMHBIX JaHHBIX, HO HEJb3s 00y4aTh Ha
3allyMJICHHBIX JaHHBIX, IO3TOMY OOBIYHO IPOM3BOIMTCS IIYMOIO/ABJIEHHE CHTHAJIOB WIIM KOMIIEHCAlus omuoOok. B
JTAaHHOW paboTe peanu3yercss MOJEib IIYMOIOJABIeHHsT Ha 0a3e MCKYCCTBEHHBIX HEHPOHHBIX CETEeH /sl yrHETeHUs
KOMITOHEHTOB C BBICOYAHMIIMM YPOBHEM IIIyMa, YTO NMPHHIMITHAIBHO JUIS ONTUMH3AIUU CIIOCOOOB INpEABAPUTEILHOMN
¢unbTpanmu. B kadecTBe NpUKIAIHOW 3a7a4yM, B KOTOPOM TpeOyeTcsl MoJaBlieHWE HIYMOB, MPUCYTCTBYIOIIMX Ha
n300pakeHUH, paccMaTpHBaeTCs Mpolecc o0padOTKH CKaHOB KOMITBIOTEPHOro ToMmorpada IMpu MeAUIMHCKHX
UCCIIEJIOBAHMSX IMAIMEHTOB, OONBHBIX TYOEpKylie3oM. B KOMIBIOTEpPHBIX ToMorpadax B KadecTBe H3IIydCHUS
UCIIONIB3YIOTCS PEHTIEHOBCKHE JIYYH, YTO SIBJISIETCS BECbMa BPEIHBIM IS 4yelioBeKa. [10aToMy ¢ IIeJbi0 CHIDKEHUS
YPOBHS OOJydeHHs] MOIIHOCTh M3JIy4eHHUs! CHIDKAIOT, B pe3ynbrare CHM)KAeTcsl OTHOILICHHUE IOJIE3HOI'0 CHTHANA IIyM,
BBI3BIBAIONIMI MOSBIICHUE IIYMOB, 3arps3HSIONINX U300paKeHUE M YCIOKHSIIONIMX ero o0paborky. Ha m3obpakennun
TIOSIBJISIFOTCSI TOTIOJTHUTEIbHBIE TEHU, KOTOPHIE HE CYHIECTBYIOT, YTO MOXKET IPHBECTH K IIOCTAHOBKE OIIMOOYHOIO
quarHosa. B pabore mpencraBieHO NOAPOOHOE ONUCaHHE PadOThl KOMIBIOTEpHBIX ToMmorpados. IlpencrasieHo
OITMCAaHUE TOIOJOTUH CBEPTOYHBIX HEWPOHHBIX CETEH, WCIIONb3yeMbIX sl 00paboTku m300pakeHuil. Paspaboran
AITOPUTM CTPYKTYPHO-IIAPaMETPUIYECKOT0 CHHTE3a CBEPTOYHBIX HEHPOHHBIX CETEH, MCIIONB3YEMBIX IIPH IOJaBICHUN
IIYMOB HM300pa)keHWi. B kadecTBe yueOHOW BBIOOPKM OBUIM HCIHOJIB30BaHBI TOMOTIPAMMBI OOJNBHBIX TYOEpKYyJIe30M,
MIPE/IOCTaBIICHHBIX ~Hay4Ho-MCCIe0BaTeNbCKUM —HWHCTUTYTOM IYJIBMOHOJOTMH H  (Ti3uatpur  HarnmoHanbHOM
aKaJeMHUH MEJUIUHCKUX HayK Y KpauHbI.
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