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Abstract—The article discusses the issue of ensuring the delivery of goods in conditions of uncertainty,
designed to predict the time of the transport task. The initial information for training the model is the
carrier's data on the expected average time to complete the task. The analysis uses the entropy method.
The analysis of the obtained results has been carried out. The results show that the use of the entropy
method allows us to investigate its sensitivity to changes in the value of preferences. In the work on the
application of entropy, three criteria are used. entropy should be minimal for well-defined quantities, be
maximal for equiprobable quantities, and universal — applicable for both finite and infinite, discrete and
continuous distributions. When changing the values of the parameters, we used cross entropy and
quadratic entropy and, as a result, we obtained an estimate of uncertain variables that can be used to

solve the transport problem under uncertainty.

Index Terms—Transport system; freight company; entropy; transport task; intelligent technology.

I.INTRODUCTION

Entropy, introduced by Boltzmann, is a
traditional object of research in physics, in
information theory (introduced by Chenon), in
synergetics, [1] —[3].

In recent decades, entropy has been used as a
research tool in biology, economics, learning theory,
logistics, and many other fields.

There are a number of definitions of entropy: the
entropy of Carnot, Clausewitz, Boltzmann, Chenon,
Kolmagorov, Rashevsky, Sinai. The entropies of
Renyi and Tsilas should also be mentioned [4].

Entropy is an important tool in synergetics [5],
[6], etc., and it is considered not only as a measure
of uncertainty, but, at the same time, as a measure of
orderliness [Toffler 1986, p. 25].

The founder of synergetics, Haken [6], is not
inclined to overestimate the role of entropy, in
contrast to Prigogine's Brussels school.

According to Haken: "Although the concept of
entropy and related concepts are extremely useful in
thermodynamics and in the so-called
thermodynamics of irreversible processes, they turn
out to be too crude when considering self-organizing
structures. In the general case, in such structures, the
entropy changes only by a very small amount. Thus,
other approaches are needed" [6].

Note that the concepts of "roughness", "small
variability" are qualitative and relative. They are
necessarily associated with a general analysis of the
"problem situation". On the other hand, entropy, as
an integral intensive characteristic of uncertainty in a

system, including and especially in an active system,
is very preferable.

II. PROBLEM STATEMENT

Subjective entropy of preferences and subjective
information as a factor in ensuring the delivery of
goods in conditions of uncertainty. Below we will
touch on other measures of uncertainty that have
properties similar to entropy, in particular, in the
works of Ivanenko and Labkovsky [7], the form of
the "uncertainty criterion" is associated with the
form of the "loss function". In the works of Levich
[8], the choice of this or that uncertainty exponent is
a consequence of the choice of an integral invariant
given over the set of morphisms in S,.

An ambiguous and critical attitude to the entropy
paradigm is often associated with the so-called "non-
constructiveness" of the corresponding theory. The
author, however, thinks that in combination with
Jaynes's variational principle [2], [6], Linsker's
"Infomax" principle, three variational problems
formulated by Stratonovich, this paradigm acquires
"constructiveness'".

This work is an attempt to demonstrate its
“constructiveness” in formalizing the problem of
generating and developing preferences in the depths
of the psyche. Obviously, the corresponding theory
cannot do without a number of additional postulates,
and assumptions.

Below, as a fundamental criterion, the entropy in
the form of Chanon is used, more precisely, the
subjective entropy of preferences. Entropy, together
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with the postulated principle of optimality, has a
number of significant advantages over other criteria.

The use of entropy leads to easily solvable
analytic equations (linear with respect to the
logarithm of the preference function) for the so-
called canonical distributions [9] (Stratonovich).
Entropy has an extremely important property of
hierarchical additivity.

The widespread use of entropy in physics and
information theory allows for a far-reaching analogy.
For example, this concerns the use of the concepts of
mental and emotional "temperatures", "emotional
overheating" and "emotional hypothermia".

The irreversibility of time, the "arrow of time" fit
well into the entropy paradigm. Some authors
introduce "entropy time" and, moreover, the theory
of "entropy mechanics" is being constructed, the law
of conservation is introduced for entropy [10].

The author is inclined to consider subjective
entropy not only as a measure of "uncertainty" of
preferences, a convenient research tool, but also a
criterion "organically" inscribed in the psyche,
participating in the management of objectively
occurring mental processes.

In particular, subjective entropy can be associated
with a postulate, the meaning of which is the
subject's striving for inner freedom and its projection
onto external freedom. It can be assumed that
entropy criteria are related to the emergence and
development of intrapersonal and interpersonal
conflicts.

The idea of using subjective entropy is attractive
in that it allows us to formulate in terms of the
entropy paradigm a number of additional
assumptions and concepts that correspond to
“common sense” and make the theory more
structured and rich.

In this paper, as in papers [11], [12], subjective
entropy and subjective preference information are
introduced, defined on the set of alternatives.

III. PROBLEM SOLUTION

Below we will touch on other measures of
uncertainty that have properties similar to entropy, in
particular, in the works of Ivanenko and Labkovsky
[7], the form of the "uncertainty criterion" is
associated with the form of the "loss function". In
the works of Levich [8], the choice of this or that
uncertainty exponent is a consequence of the choice
of an integral invariant given over the set of
morphisms in S,,.

An ambiguous and critical attitude to the entropy
paradigm is often associated with the so-called “non-
constructiveness” of the corresponding theory. The
author, however, thinks that in combination with

Jaynes's variational principle [2], [6], Linsker's
“Infomax” principle, three variational problems
formulated by Stratonovich, this paradigm acquires
“constructiveness”.

This work is an attempt to demonstrate its
“constructiveness” in formalizing the problem of
generating and developing preferences in the depths
of the psyche. Obviously, the corresponding theory
cannot do without a number of additional postulates,
and assumptions.

Below, as a fundamental criterion, the entropy in
the form of Chanon is used, more precisely, the
subjective entropy of preferences. Entropy, together
with the postulated principle of optimality, has a
number of significant advantages over other criteria.

The use of entropy leads to easily solvable
analytic equations (linear with respect to the
logarithm of the preference function) for the so-
called canonical distributions [9] (Stratonovich).
Entropy has an extremely important property of
hierarchical additivity.

The widespread use of entropy in physics and
information theory allows for a far-reaching analogy.
For example, this concerns the use of the concepts of
mental and emotional "temperatures", "emotional
overheating" and "emotional hypothermia".

The irreversibility of time, the "arrow of time" fit
well into the entropy paradigm. Some authors
introduce "entropy time" and, moreover, the theory
of "entropy mechanics" is being constructed, the law
of conservation is introduced for entropy [10].

The author is inclined to consider subjective
entropy not only as a measure of "uncertainty" of
preferences, a convenient research tool, but also a
criterion "organically" inscribed in the psyche,
participating in the management of objectively
occurring mental processes.

In particular, subjective entropy can be associated
with a postulate, the meaning of which is the
subject's striving for inner freedom and its projection
onto external freedom. It can be assumed that
entropy criteria are related to the emergence and
development of intrapersonal and interpersonal
conflicts.

The idea of using subjective entropy is attractive
in that it allows us to formulate in terms of the
entropy paradigm a number of additional
assumptions and concepts that correspond to
“common sense” and make the theory more
structured and rich.

In this paper, as in papers [11], [12], subjective
entropy and subjective preference information are
introduced, defined on the set of alternatives.

Below we consider two types of preferences:
"subject" and "rating" preferences, denoted by © and



74 ISSN 1990-5548 Electronics and Control Systems 2021. N 2(68): 72-82

€, respectively. Subjective entropy is naturally
associated with subjective information. In the
general case, it is not a probabilistic quantity (and
the value of information, which is discussed, for
example, in [5]), since it always refers to a specific
individual "carrier" — a subject, to a given moment in
time and can be considered as a quantity with
random properties only if:

a) in determining the values of the subject's
preferences m(o;) (measurements of preferences),
random errors are allowed.

b) preferences "organically"
(random) components.

In works on information theory [13], [14], [3],
entropy and information are expressed through the
probability distribution. In our case, the assumption
of the existence of the general population is optional.
In particular, the ergodicity problem does not arise.
It is replaced by the assumption of the existence of
an extreme principle of formation of preferences
“puilt in” into each “individual psyche” and,
accordingly, that for all individuals this principle has
common features and a common structure. At the
same time, the structural parameters can be different,
and in this the individuality of the subjects can be
manifested. Their psyches are "structurally" similar,
but "parametrically" different. Differences arise in
certain individual “cognitive functions” (see below).

Subjective entropy and subjective information are
expressed through the distribution of preferences on
a set of alternatives or a set of subjects in a group,
the number and essence of which are the result of
subjective preferences, preliminary analysis of
quantitative and qualitative characteristics, as well as
subconscious, intuitive assessments of a virtual
object — a "problem situation". While not probability
distributions, preference distributions have formal
similarities with them, which leads to far-reaching
analogies.

The similarity, however, is incomplete, which
manifests itself in fewer a priori constraints imposed
in the form of axioms.

Let S, |, is the set of dimension alternatives N,

contain remnant

c,€S,l, is the initial state, and m(ci) is the

distribution of preferences for S, |, . We introduce

the entropy of the distribution n(c;) in Chanon form:
N

H, =-31(c,)Inn(c,), o,€S,], - (1)

i=1

In information theory, Chenon defined in this
form the average information per message,
expressed in terms of partial probabilities p; [10].

Entropy in the form (1) has the following
properties.

1) When all values of the function 7(o;) are the
same, that is, the alternatives o; are equally
preferred, the entropy has a maximum value Hiq.
Provided that there is a unit normalization

> n(o,)=1. (2)

n(o,) =%, and Hpa.x = InMN.

2) With a singular distribution, when the
preferences of all alternatives are equal to zero,
except for the preference for one alternative:

0, i#k, —
= (icLN),

entropy is minimal and equal to zero (Hy, = 0).
Thus, the entropy H, enclosed within:

0<H,<InN

and therefore.

3) Under the chosen normalizing condition, the
entropy is non-negative.

The choice of unit normalization (2) is largely
arbitrary. Conditionally, the normalization can be
assigned a psychological meaning: if the preference
of some alternative increases, then the preference of
some other alternative decreases.

Let the set S, |, contains k equivalence classes

and L, — number of alternatives in s-class, and 7, —
the value of the preference function for elements
(alternatives) belonging to this class. Then the
entropy will take the form:

k -
Hﬁ =—>Lmn, Inn,, (kelN). 3)
s=1
Writing 7, = Ly, — "class preference”, we get:
k k
H = nInn +>n InL. 4)
s=1 s=1

Both terms are always positive (non-negative).
The second term is the preference-weighted entropy
of the size (cardinality) of the classes.

Entropy H, for a given number k£ < N reaches a

maximum if all 7y are the same and equal ¢ = l
N k

M»

S

>(o,)=

i=1 K

k
n, L =1=>n =1,
s=1

and provided = 1 for Vsel,k find from 4):
s k
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=Ink+In{LL,-..-L,.

We can see from the formula that, H* reaches its

maximum when k= N. In this case Ly =1 Vsel,N
and the second term vanishes. Consequently

H:(k<N)<H. and H}(k=N)=H)=InN.

As we can see, there are equivalence classes such
that for at least one of L, > 1 leads to a decrease in
entropy.

In information theory, the quantity H, = kInN,
called Hartley information, where N is the the
number of equally probable experimental results.
When x = 1, then the Hartley information, measured
in the natural units—natas, if x = (In2)"', so H;
expressed in binary units — bits. If the states are
unequal, then each state has its own information:

H;=—In p(cy),

where p(c;) is the probability of "occurrence” of the
state o;. In our case, the place of probability is taken
by the preference function m(c;), and the private
entropy H,(o;) reflects the uncertainty associated
with the alternative o; and can be interpreted as
"frozen" subjective information that is released if o;
is chosen as the target. Entropy H,(o;) after selection
o; vanishes as a target and, accordingly, information
is released I(c;) = Hy(o)).

Entropy (1) is the result of averaging the
subjective partial entropies over preferences.

Subjective entropy characterizes the mental
state of a subject in a problem situation.

It seems natural to assume that the level of
mental tension is the higher, the higher the
entropy. In turn, entropy depends on the type of
preference distribution and on the number of
alternatives. It is convenient in some cases to use
the normalized entropy:

Hn:(]]]]V)—l—H

which, as is easy to see, always lies within 0 < H, <1
(if the normalization w(c;) identity), if the
normalization m(c;) non-identity, the normalized
entropy should be taken in the form:

g - Ho—oln(e)"
T N 1
oln——@ln—
¢ ¢
Range ¢lno, —(pln%((pln N) depends from the

variable ¢.

Let us find out within what limits the entropy
changes if the normalization is not unitary:

= ¢. With a uniform distribution 7, =N

M-
)

Decide as w, = @N ' +o,, where §; is the deviation

from a wuniform distribution that satisfy the
conditions:

N
261':

i=1

Let us change the entropy
N
H =245 |m| 25,
i WV N

A ot o, N
~ ;(N-FS']{IHN-F@&)
_ ch 9 N252

N N o
Thus, any small deviations from a uniform

distribution lead to a decrease in entropy.
Let us determine what values depending on @

takes on the minimum entropy. We

N
=0T, Zn? =1 then

i
i=1

put

N
H = —Z(pn?(ln(p+lnn?) =—pno+oH’

i=l1
0 X 0 0
H, = —Zni Inm;.
i=l1
As the minimum value H:mm =0, then

_ minH

Tmin TC? c H()

The graphic of function—@In¢ is pictured on
Fig. 1.

=—@lno.

A olng
/[\ L5 20
L
0 0.5 1,0

0.4

-1,386

Fig. 1. The graphic of function —@In¢ the quantity of
absolute minimum H,,;, depends on ¢ and when ¢ — o

H o0, max, (H__ ) =¢'=0.3679...

Tmin
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If you require that H_ was nonnegative, then we

find that the condition —In @ + H? > 0.

Conditionally, the normalization can be attributed
to a psychological meaning: if the preference of any
alternative o, increases, the preference for some
other alternative decreases.

With a fixed right-hand side in the normalization
condition, the preference values play the role of
comparative preferences of alternatives on S, at the
moment, and do not in any way reflect the "absolute"
power of "desirability." You can, for example,
imagine a situation when all desires are dulled, their

intensity drops to zero and, consequently,n(o,)

should in this case decrease to zero.

Thus, in order to take into account not only the
comparative, but also the absolute preference, the
case of an arbitrary, including non-stationary,
normalization is considered:

N
Z}ﬂ'(ci)z([)a ¢=0. (5)

We will consider that ¢ = @ (7).

If in the theory of probability the choice of a unit
normalization is the result of an agreement and is
mainly due to considerations of convenience, then in
this case, we want to give preferences also the
function of being characteristics not only of
comparing alternatives, but also of the intensity of
their desirability.

In this sense, the choice of the normalizing
condition ceases to be a trivial task. Let us consider
the consequences of using the normalization
condition in the form (5).

N
We put n(c,)=0¢-n’(c,), where Y 1! (c,) =1.
i=1
Then the entropy
H_=-¢lno+¢-H), (6)

N
where H, =-> n!Inz} >0, with the condition that

i=1
Ineo>H), H, <0.
In condition with In ¢ = H_, we find that H_ = 0.
Let in (6) H. given, we determine at what ¢ H
reaches the highest value.
OH

=—1n(p—1+HT? =0.
0

0 .. .
Therefore, Qo= €. This is equal to maximum
H._, as the

We find that

T | Popt

= ¢!+ (ln(eHg)—1)+eH2’] HY =™ (7)

That means that H_ = E, asthe H) =InN.
e
Let us oversee the criteria
N
®=Hn+y(2ni—(p) 8)
i=1

and define such a distribution for which the criterion
@ takes the maximum value. From (8) we find:

—lgn, —-1+y=0. 9)
So, m, =e "' =const, Vi el,N.
Writing as e =c, we get ¢= @ OF TE?
N opt
(m)] =N,
opt
As the absolute maximum H, is obtained when
_ N
H?=InN, and n?opt =N"'¢,,, where Py =
1
SO, =—.
opt e

Let's see how entropy changes over time. If ¢ =
©(#). We can see that

i=1

%(ﬁ: n,.(z)j = ¢(¢) and if ¢(r) # 0, so iﬁi(z) £0.

It can be shown that the production of entropy in

the considered case qzdg" is given by the
t

formula

ar, _dH, d(of;)

, 10
dt  dt dt (10)

where H,= —¢ Ing, and H_ is found by the formula
(6).

Thus, the entropy does not decrease: % >0, if
t

. d(eH;
¢(Inp+1) S%, (¢=0).

In the case of non-unit normalization (5), we
define such a value ¢*, when the maximum entropy

for an arbitrary ¢ >0 takes the highest possible

value H We get

max,max °

H,, (¢)=-¢h>, (11)

N
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where T =2, Viel,N. let us find ¢* from the
N
dH
issue that %((P) =0, we find @*=e'.-N, then
)
Hmax ((P *) = (P*
d’H
As the *((p) = L <0, then the value
do S e
P=¢
@ =%, deliver the absolute maximum entropy

H and this maximum is equal to ¢ *.

The Table I shows the comparative values
H and Hy(@ =1).

max,max

TABLE L. COMPARATIVE VALUES H ... AND
Hux(9=1)
NO (p* = E = max, max H’Omax ((P = l)
e
1 0.367879... 0
2 0.7357588... 0.6931471...
3 1.1036832... 1.0986122...
4 1.4716776... 1.3862943...
5 1.8393972... 1.60943791...

In order to determine at what "point" the
difference Hpa (@) and Hiax max = Himax (¢ *) reaches

. . . x
a minimum, consider the function f(x)==-Inx
e

on the semi-axis [1, +oo]. on the semi-axis f'(x)=0

we find x*=e and f"(x*)>0, herein

X * e
——lnx*=——-Ine=0.
e e

Returning to the variable N, we find that

F(N =3)=>—In3=0.005023..
e

SN =2)=2—1n2=0.045061...
e

Thus, the entropy reaches the value Hiax max, if

N

ZTE(O-I.) = Hmax,max (N):

i=l1

(12)

that is, if the distribution of preferences is
normalized to the maximum possible entropy

(p*z;szax,max (N) (13)

We see that there is a "distinguished"
normalization and, in addition, the number of
alternatives N is equal to the maximum possible
entropy multiplied by the base of the natural
logarithm e (Fig. 2). If in the case of such an
extreme normalization all particular values of the
preference function are the same, then they are equal

n(c,)=1/e.

Hipox(x)=InN
Hmax, max(N)=N/e
Hmax,
A
Hmax(N
: AH(x =¢)
0,3678 ' _
]|/_ Xextr e N(x)
1 1 1 1 1 1 1 1
0 | I [ | [
1 23 4 5 6 7 8

Fig. 2. Particular values of the function
Consider the same problem if is a real variable

defined on the interval [0, a] and TC(U) normalized
per unit. Homogeneity condition (o) is

1
(o) = ;, ce [O,a],

c, Ge[O,+oo],

where 7(c) - density of distribution of preferences.
Let the normalization have the form:

O —

TE(G)dG=(P, (14)

then under homogeneous conditions n(c) - % and

a

RO ¢
H =—[XIntdo=0pln~.
o (0) =] 10 do —on?

dH
Hence from the equation ,;#(q)) =0 we find

¢

a a.a _a
¢*=—, then H_, = =——In—=—.
e e e e

As much information as possible when changing
the area [0,a] on Aa or area [0, N] on value AN is
A AN
I(Ad)=+=2,  I(AN)=2—.
e e
When the number of alternatives changes by one
I(AN =1)=%(1/e).
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Other indicators of preference uncertainty.

In this section, we consider some of the
uncertainty indicators that have properties that make
them closer to the entropy in the Chanon form.
These properties include the following:

o for a singular distribution, the corresponding

exponent vanishes,

e for an even distribution, it should be
maximum.
Consider the following functions:
N
H,=Y(1-n)m, (15)
i=l
N
Hy==)(1-¢")x,. (16)

i=1

In the case of a singular distribution H, and Hp
turns into zero: H,; =0, Hz=0.

When all alternatives are equally preferable (set
Sa coincides with its unique equivalence class) from

.. 1
condition T =—

’ and
N

the  normalization
1
H,=1-—_IfN—>ow H,=1.
N
N N
We get @ =3 (1-m)r, +y>.m, where y is
i=l i=1

Lagrange coefficient from the condition g#‘):o
TC.

taking into account the normalization condition

al 1
E n,=1,wefind 1, =—.
N

i=l1

This value delivers the maximum entropy H,.

N
If the normalization is not unit, then if 2T =0 ,

i=l

so m, =1/N, and maximal entropy gets the value
N-H
H 2 1-— | or — Amax
Amax (P ( j (P N _ 1

N
We can see that in the first case (Z T, =1) when

i=l1

N — o H, =1, in the second case (Zn =(pj H,

1
i—1

— ¢~
The normalization condition is

N'HAmax
T = [————.
D

Consider the quasi-entropy Hp. In the case of a
singular distribution Hp vanishes. With an increase

(17)

in the number of alternatives N Hjp growing
monotonously. For uniform distribution ©; = N !

Vie 1,_N
* ]7l
Hy=—|1-e ™ |,
whence it can be seen that
lim H,,, =—(1-¢)=1.718281....
Function H¢ = 0 for singular distribution
0, Vi#k,
TC(Gi)= ] i,kel,N.
1, i=k,
In the case of a uniform distribution w; = N,

1

(Viel,_N)Hc= [1—%)N when N— o, when the

N
function H|. = Z(l -n ) is also zero in the case of
i=1

a singular distribution, but tends to oo, if N — oo,

Sometimes it is convenient to use the normalized
entropy, which is obtained by dividing by the
maximum value:

_n =—1L 3 m, Inm,,
n i=l1
N N
4 —ﬁ;ﬂ:i(l TCI),
_ Coe (18)
R z_l_ewv” ;(l—e ’)n,,
_ 1 N .
c= 1_(N*])N7] ;(1+n, )n,

One of the characteristics of entropy as a
criterion of uncertainty is its sensitivity to changes in
the value of preferences. In Figure 3 shows the
sensitivity functions of three criteria H,,, H, and Hj:

gn JOH, o _OH, o, _0H,
om0 om, ™ om
S‘.’.i: S:AI': SrEi
1.71183
L SrAi

SﬁEi
0 0,5/_ n
0.3683\ T
S,
-1 =
Fig. 3. Sensitivity functions of three criteria
H,, H; and Hp
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Along with the sensitivity functions, the
uncertainty criteria can be characterized by the

elasticity value & . In this case, for three "entropies"
elasticities are calculated by the formula:

; ; ;
sy .Sy )
€, = ‘M &y, T T €y =

- H H, H,

kg

7. (19)

These functions are analogous to elasticities that
are used in economic applications.

The entropy of Renyi and Tsallis. It is necessary
to mention two more types of entropy: the Renyi
entropy and the Tsallis entropy.

We will write down the appropriate formulas for
the distribution of preferences. The Renyi entropy is
determined by the following formula:

l_laln(izz“n(ci)a}

H (o) = 20)

. e 1
For uniform distribution 71?(0'1.)=N we find
H, (c)=InN with the normalization condition
N
Zn(ci)zl..
i=1

Entropy H (o) in the case of a singular

I, i= .
distribution n(c,) = .q gel,N, is zero.

0, Vi#gqg

In case of even distribution n(c,)=N",
Viel,N is
1 I-a
In(N"*)=InN. (21)
1-a

If there are two distributions o; 1);, that "variety" is
characterized by the Renyi divergence:

Du(cﬂn) = l—

1 - o -
I} n(o) n(e) ", (22)
i=1
or

1
I-a

D,(m,0)=——In Y n(6) “n(s)".  (23)

The entropy of Tsalissa is determined by the
formula

H (n)= K"—] (24)

qg-—1

where Zn(ci)zl, geR, K>0.

We see that for a singular distribution
H (m) =0, for even distribution
1-N'"7

H (m)= . (25)

If ¢ tends to 1: ¢ — 1 the Tsallis distribution
turns into the Shannon distribution:

1- ﬁ:n(ci)n(ci)"’]

limH = Klim—=.
g—1 q g—1 q- 1
N
1- Zn(o._)e(frl)ln n(s;)
= Klim—*=
g—l q- 1
N
1-> n(c,)(1+(g-DInn(o,))
~ Klim—*=!
g—1 q- 1
Using Lonital's rule, and calculating the

derivatives with respect to = g — 1, we find

limH = —Kﬁ:n(ci)lnn(ci). (26)

q—1

IV. CONCLUSIONS

Among the considered analogs of entropy from a
purely "technical”" point of view, the HA function is
the most convenient, since it leads to easily solvable
linear relations when constructing models of
preference functions based on variational principles.

However, considerations of a "technical" nature
do not prevail in this case. We need more
compelling reasons every time when it comes to
choosing a criterion (or criteria) with which we are
going to associate external manifestations of the
psyche, such as, in particular, the process of forming
preferences prior to making decisions.

Why are we highlighting the formation of
preferences as the main stage in the decision-making
process? If the preferences are formed, then the
problem of choice is actually solved.

To realize the choice, a volitional effort is also
necessary, and here the question naturally arises
whether it is possible, within the framework of the
developed formalism, to formalize the functioning of
“Will” and, in general, what is “Will” from the
standpoint of the entropic paradigm. In the roughest
approximation, "Will" is interpreted as the ability to
make decisions with a high degree of uncertainty,
that is, with a high value subjective entropy. Of
course, such a definition is not complete and
contradicts, for example, factors such as
imprudence, caution, irresponsibility when sending
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goods. The process of forming preferences is
hierarchical, "heterogeneous" and includes many
factors, stages, actions: experience, intuition, ethical
considerations, solving various optimization
problems, taking into account constraints, etc.

It is a priority clear that a choice is possible when
the preference of alternatives has visible, clearly
perceptible differences. Entropy or its analogs are
criteria signaling this difference.

There is reason to believe that the role of entropy
is not exhausted by this and that it is a value that
reflects the state of the psyche and the dynamics of
mental and behavioral phenomena.
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. O. HleBuyk, B. O. Kacbsinos, 0. B. llleBuenko. 3a0e3neyeHHs 10CTABKM BAHTAKY B YMOBAX HEBU3ZHAYEHOCTI
VY crarTi pO3MIISIHYTO MUTAHHS 3a0e3ICUCHHS JOCTaBKM BAHTAXKIB B YMOBaX HEBH3HAYCHOCTI, MPH3HAYCHUX IS
MIPOTHO3YBaHHS Yacy BHKOHAHHS TPAHCIIOPTHOrO 3aBIaHHA. BuximHo iH(popMalli€ro is HaBYaHHS MOJACTI € JaHi
HOCIS TIPO OYIKYBaHUU CepeqHiil 4Yac BUKOHAHHS 3aBIaHHs. AHaji3 BUKOPHUCTOBYE eHTporiiiHuiA mMeron. [IpoBeacHo
aHaJli3 OTPUMAHUX PE3yNIbTaTiB. Pe3ybTaTh MOKa3yloTh, 1[0 BUKOPUCTAHHS CHTPOIIHOTO METOY JO3BOJISE JOCIIUTH
HOro YyTJIMBICTH IO 3MiHU BEIMYHMHU IepeBar. Y poOOTi HaJ 3aCTOCYBAHHSIM CHTPOIIT BUKOPUCTOBYIOThCS 3 KpUTEpIl:
EHTPOIIiS TOBUHHA OyTH MiHIMAJILHOIO IS YiTKO BU3HAYCHHUX BEITMYHMH, MAKCHMAJILHOIO /IS PIBHOMMOBIPHUX BEITHMYUH
Ta YHIBEPCaJIbHOIO — 3aCTOCOBHOIO 5K IS KIHIICBHX, TaK 1 UII HECKIHUCHHHX, TUCKPETHHX 1 Oe3MepepBHUX PO3IOILITIB.
[Tpu 3MiHI 3HaYeHb MapaMeTPiB MU BUKOPUCTOBYBAIN TIEPEXPECHY EHTPOIIIO Ta KBaJpaTUUHy €HTPOIIIIO i B pe3yJIbTaTi
OTpUMAJIU OILIHKY HEBM3HAYEHHX 3MIHHHUX, SIKI MOXXYTh OyTH BHKOpPHCTaHi Ul BHPIIICHHS TPAHCIOPTHOI 3aj1adi B
YMOBaX HEBU3HAUCHOCTI.
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