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Abstract—The article deals with the problem of scalability and dimension reduction of data in the
algorithms of recommendations. It is proposed to improve the item-to-item algorithm by excluding from
the user-item matrix elements that that do not have enough estimates. Thus more denser data are used
that allows to receive more exact results. Also due to the fact that the dimension of the user-item matrix
decreases, the execution time of the algorithm decreases. To solve the problem, the Tachimoto coefficient,
the cosine measure, the Pearson correlation coefficient and the Euclidean distance are used to calculate
the degree of similarity of the elements. The efficiency of the usual item-to-item algorithm and the
algorithm were compared using only the active values in the user-item matrix. The obtained results
confirm the efficiency of the item-to-item algorithm based on a dense matrix. The obtained results can be
used to optimize the operation of any recommendation system.

Index terms—Algorithm; filtration; matrix dimensios; recommendation system; sparsity.

I.  INTRODUCTION

E-commerce markets have actively introduced an
automated personalization service to analyze the
customer’s behavior and patterns as purchase
factors. E-commerce sites try to collect various
users’ interests, such as purchase history, product
information in the cart, product ratings, and product
reviews in order to recommend new relevant
products to customers. Collaborative filtering is the
most commonly used algorithm to build
personalized recommendations on the website
including Amazon, CDNOW, Ebay, Moviefinder,
and Netflix beyond academic interest.

II. PROBLEM STATEMENT

There are three common approaches to solving the
recommendation problem: traditional collaborative
filtering, cluster models, and search-based methods.

Need resolve data sparsity problem in
collaborative  filtering, that allows scales
independently of the number of customers and
number of items in the product catalog and
algorithm produces recommendations in realtime,
scales to massive data sets, and generates
highquality recommendations.

III. EXIST SOLUTIONS

Recommendation systems in various applications
have tried to provide users with an accurate

recommendation to meet the needs of the user and to
bring higher benefits to companies. Collaborative
filtering is an effective and well known technology

in recommendation systems. Many web sites,
particularly = Ecommerce  sites, have used
collaborative filtering  technology in their
recommendation systems to personalize the

browsing experience for each user as seen. As
successful use cases of collaborative filtering,
Amazon increased sales by 29% [1], Netflix
increased movie rentals by 60% [2], and Google
news increased click-through rates by 30.9% [3].
Collaborative filtering (CF) can be categorized into
two main methods as user-based collaborative

filtering (memory-based) and item-based
collaborative filtering (model-based) [4].
User-based collaborative filtering (UBCF)

approach is to predict items to the target user that are
already items of interest for other users who are
similar to the target user. For example, as seen Fig. 1
[5], let User 1 and User 3 have very similar
preference behavior. If User 1 likes Item A, UBCF
can recommend Item A to User 3. UBCF needs the
explicit rating scores of items rated by users to
calculate similarities between users and exploits -
nearest neighbor algorithms to find the nearest
neighbors based on user similarities. And then, it
generates prediction in terms of items by combining
the neighbor user’s rating scores based on similarity
weighted averaging.
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Item-based collaborative filtering (IBCF)
approach is to predict items by inquiring into
similarities between the items and other items that
are already associated with the user. For example, as
seen in Fig. 2 [5], let’s say Item 4 and Item C are
very similar. If a User likes Item 4, IBCF can
recommend Item C to the User. IBCF needs a set of
items that the target user has already rated to
calculate similarities between items and a target
item. And then, it generates prediction in terms of
the target item by combining the target user’s
previous preferences based on these item similarities
[4]. In IBCF, users’ preference data can be collected
in two ways. One is that user explicitly gives rating
score to item within a certain numerical scale. The
other is that it implicitly analyzes user’s purchase
records or click-through rate [6].
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Fig. 1. User-based collaborative filtering (4)
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Fig. 2. Item-based collaborative filtering
IV. SOLUTION PROBLEM

User-based collaborative filtering is easy to
implement and good to scale correlated items [7].
However, as stated previously above, it comes up
against a couple of problems: data sparsity and data
scalability. Data sparsity problem could lead to a
skewed prediction and low reliability of predictions.
Besides, data scalability requires low operation time
and high memory feature to scale with all users and
items in the database. To address these issues in
UBCEF, this paper proposes IBCF approach applying
dimension reduction.

Enormous users and products have been added at
E-commerce domains. A typical example is
Amazon. Amazon added 30 million new customers

in 2013 and had had over 244 million active
customers as Geekwire reported in 2014 [8]. Also,
Amazon had sold over 200 million products as
ReportX reported in 2013 [9]. Currently in 2015, it
is expected that Amazon would have more than
these numbers of users and products. If the
recommendation system using UBCF at 22 Amazon
should look into all datasets similar to a 244 million
x 200 million matrix, it will encounter data
scalability and data sparsity issues. In UBCF, more
the number of users and items increase, more the
number of matrix dimensions increase and runtime
takes long to find nearest neighbor of users.
Therefore, it is assumed that using denser data
having much more preference information given by
users with IBCF effectively addresses data
scalability and data sparsity problems. To focus on
active items assuming that they have many ratings
given by users, matrix is required to reduce
dimension in IBCF without regard to passive items.

Use’:em M 12 13 14 15
U1 20 4.0 3.0 3.0 3.0
U2 1.0 3.0
U3 5.0 1.0 5.0 5.0
U4 4.0 3.0

Fig. 3. User-Item matrix before dimension reduction

Item

User H 3 14
u1 2.0 3.0 3.0
v2 1.0 3.0
us 5.0 5.0 5.0
u4 4.0 3.0

Fig. 4. User-Item matrix after dimension reduction

For instance, as seen in Fig. 3, each item can get
up to a maximum of 4 ratings by users. Item I2 has 2
ratings and Item I5 has 1 rating, which means the
number of ratings for Item 12 and Item I5 is not
bigger than half of the total number of ratings. We
can assume that Item 12 and Item I5 do not carry
much weight with this matrix. Hence, when matrix
has impactful items like Item I1, Item I3, and Item
14 as seen in Fig. 4, running time of the
recommendation system in computing similarity
between items and to provide more accurate
prediction is expected to reduce.

V. PERFORMANCE TEST

In this chapter, I implemented item-based
collaborative filtering applying dimension reduction
(R-IBCF). The goal of the proposed R-IBCF is to
provide better quality of prediction in terms of the
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MAE measure and to make faster execution time. |
compared the R-IBCF algorithm to IBCF in order to
find an optimal similarity algorithm and training/test
ratio of the dataset. Also, I selected an optimal value
of the number of ratings per item on R-IBCF as I
varied the value of it. In addition, I implemented
UBCF as a benchmark to compare runtime of R-
IBCF and IBCF to UBCF and the quality of
prediction with optimal parameters.

A. Optimum Similarity Measurement

It was implemented four different similarity
measurements: Cosine vector similarity, Pearson
correlation coefficient, Euclidean distance, and
Tanimoto coefficient. For each similarity algorithms,
was measured MAE to find an optimal similarity on
IBCF and R-IBCF for this dataset.
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Fig. 5. The impact of the similarity computation on IBCF
and R-IBCF

Figure 5 shows the experiments results. I
observed that IBCF applying dimension reduction
generally produced better quality of predictions
more than IBCF with four similarity measurements.
In particular, Tanimoto coefficient has a clear
advantage, as MAE is the lowest on IBCF and R-
IBCF. Therefore, 1 select Tanimoto coefficient
similarity for the rest of my experiments.

B. Comparison of Runtime with Benchmark

Runtime of performance is also an important
point in terms of data scalability. I implemented R-
IBCF consuming memory. [ ran each experiment
with four similarity algorithms 30 times and got the
average of their runtime excluding the first 5 times.
These results are shown in Fig. 6. Even though it
takes more time to filter data based on the number of
ratings per item, | observed that it is faster 39 than
computing similarity between all co-rated items or
all users. Therefore, reduction of dimension on IBCF
has considerable impact on runtime being fast in
terms of data scalability. In addition, because IBCF
and R-IBCF only consider corated items to compute
similarity, they do not take finding the nearest
neighbors step. Therefore, it generally influences on

better runtime of IBCF and R-IBCF by comparison
with UBCF.
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Fig. 6. Comparison of runtime of IBCF, R-IBCF, and
UBCF

VI. CONCLUSIONS

Recommendation systems have been an
important in E-commerce on the web for the
customer to suggest items what they would be
interested. With the increasing number of users and
items, recommendation systems encounter the main
shortcoming: data sparsity and data scalability
problems, which bring out the poor quality of
prediction and the inefficient time consuming. In
this paper, I have proposed item-based collaborative
filtering approach applying dimension reduction to
improve the predictive accuracy and
recommendation quality in overcoming the existing
limitations. By reducing the noise of dimensional
data, it focuses on typical and popular items to
compute the similarity between them and to predict
the most similar items to users. The experimental
results show that this approach makes a considerable
impact on providing better accuracy of prediction
and much faster execution time in comparison with
traditional UBCF and IBCF. It results in improving
the quality of recommendation system using
collaborative filtering. The potential limitation
would use this approach with dataset widely
consisting of not enough ratings by users, expecting
less accuracy. Therefore, to overcome this challenge,
I propose an approach to mix both explicit and
implicit ratings to alleviate the data sparsity problem
further in this aspect.
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B. M. Cuneraa3sos, 0. 1. Ouiiinuk. Anroputmu (popMyBaHHS pekoMeHaalii B iHdopmaniiiniii cuctemi

Y crarti posrisgaeThcs mNpoOiieMa MacmTaOoBaHOCTI Ta PO3PILIKEHOCTI JaHUX B AITOPUTMaxX pPEKOMeNarlii.
3anporoHOBaHO BIOCKOHAJICHHS aITOPUTMY item-to-item 3a JOIMOMOror BHKIIFOUCHHS 3 USer-item MaTpHUIll eJICMEHTIB
SIKI MalOTh MaJlo OLIHOK. TakuM YHMHOM BUKOPHUCTOBYIOTHCS OUIBII HIUIBHI, IIO JO3BOJISE OTPUMATH OUIBII TOYHI
pe3yapTaTi. TakoXk 3a paxyHOK TOTO, IO 3MEHINYETHCS PO3MIPHICTH USer-item MaTpHUIl 3MEHIIYETHCS YaC BUKOHAHHS
anroputMy. J{Jsi BUpileHHS 3a/1a4i BUKOPUCTOBYEThCS KoedilieHT TaxiMoTo, KOCHHYCHa Mipa, KoeillieHT Kopesiii
[Mipcona Ta EBkmimoBa BiacTanb isi OOpaxyBaHHS MipH CXOXOCTiI €JIEMEHTIB. bByio 3/iHCHEHO IOpiBHIHHS
epeKTUBHOCTI POOOTH 3BHYAHHOrO aJTOPUTMY item-to-item i alropuTMy 3 BUKOPHCTAHHSIM JIMILIE aKTUBHUX 3HAYEHb B
user-item marpuui. OTpuMaHi pe3yJabTaTH IiATBEPKYIOTH €(EeKTHUBHICTH item-to-item ajJropuTMy OCHOBAaHOMY Ha
miapHIA  MaTpuni. OTpuMaHi pe3yiabTaTH MOXKYTh OYTH BHKOPHCTaHI sl onTHMizamii poOoTH  Oynb-skoi
peKOMeHAaIIHOT CHCTEMHU.

Karou4ogi ciioBa: anropur; pekoMeHalliiiHa CUCTeMa; pO3MipHICTh MAaTPHIL; pO3PiLKEHICTh; (PiabTpartis.
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B. M. Cuneraa3sos, 0. I. Oueiinnk. AnroputmMsl (popMupoBaHus pekoMeHaanuii B ”HGOpPMALMOHHOM cucTeMe
B crartbe paccmarpuBaercs npobieMa MacTabupyeMOCTH M Pa3pekeHHOCTH JaHHBIX B aJITOPUTMAaX PEKOMEHIAIIHH.
IIpemioxkeHO yCOBEPIICHCTBOBAHHE AJITOPUTMa item-to-item C IOMOINBIO HCKIIOYEHHS W3 User-item MaTpullbl
3JIEMEHTOB, UMEIOIINX MaJIo OLEHOK. TakuMm o0pa3oM HCHONB3YIOTCs O0jee IIOTHBIE, YTO MO3BOJISAET IMOMYdUTh Oolee
TOYHBIE PE3YNIbTAaThl. TakiKe 3a CUET TOro, YTO YMEHBILIAETCS Pa3MEPHOCTh USer-item MaTpHUIlbl, YMEHBIIAETCS BpEMs
BBHINOJHEHMs anroputMma. Jlns pelieHus 3agadd  McHoib3yercs KodpduuueHT TaxuMOTO, KOCHHYCHas Mepa,
koa¢p¢unmeHT koppeisuun [Iupcona n EBkinmoBa paccTosiHue Uit BEIYMCICHUS CTENICHN CXOJCTBA 3JIEMEHTOB. bblIo
MIPOU3BEACHO cpaBHEHUE YPPEKTHBHOCTH pabOThl OOBIYHOTO aJITOPUTMa item-to-item M alnropuT™Ma ¢ UCTOIb30BAHHEM
TOJIBKO aKTUBHBIX 3HAUEHHH B user-item matpuiie. [lomyueHHbIe pe3ynbTaThl NOATBEPKIAI0T 3(h(EKTUBHOCTD item-to-
item ajropurMa, OCHOBAaHHOTO Ha IUIOTHOW MaTpuue. [lodydeHHble pe3yabTaThl MOI'YT HCIIOIB30BAThCS IS
OINITUMU3AIMY PaOOTHI JIF000I PEKOMEH/IATEIbHON CHUCTEMBL.
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