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Abstract—The article is devoted to the automatic detection and recognition of traffic signs system design
which processes the images received from the vehicle digital video recorder. The digital video recorder is
used both for its intended purpose and to include it in the process of driving, facilitating the driver's work
and, thus, significantly increasing safety and driving comfort. The analysis of the solution of the problem
of detection and recognition of traffic signs based on the use of convolutional neural networks is carried
out. It is shown that the greatest advantage from the point of view of the criteria of accuracy and speed of
response has the single shot multibox detector method. The learning of neural network is done based on
traffic signs (adopted in Ukraine) learning sample The study showed that the proposed approach for all
used datasets gave both the best recognition quality and maximum performance.

Index Terms—Traffic signs; convolution neural networks; image recognition; single shot multibox

detector method.
I. INTRODUCTION

To reduce the risk of drivers and pedestrians
nearby, special means have been taken to regulate
traffic on the road and thus ensure safety for all road
traffic users. One of these meanswas the installation
of road signs and signs above the roadway.

As the traffic signs themselves do not perform
any functions other than message of certain
information to traffic users, all responsibility for
traffic safety lies on the drivers. They must follow
the rules and restrictions set on this part of the route
and decide how to act after danger warnings. In this
system, in the absence of unforeseen circumstances,
the only problem is that you need to trust that the
driver will be attentive and responsible. Achieving
this condition becomes more difficult if you take
into account the fact that in addition to traffic signs,
drivers have to monitor many other factors and
features of the road, which is physically difficult,
especially on long journeys. Given that speeding is
the most common of all causes of road accidents,
reducing the impact of the human factor in this
system can lead to a significant reduction in the
number of accidents.

A significant part of road accidents (PRA) occurs
due to the physical inability of drivers to analyze all
the information obtained while driving. This
problem can be solved by sharing responsibilities by
creating systems that will analyze some of this
information and thus make driving more

comfortable for drivers. One of these systems is the
system of finding and recognizing road signs.

If the driver entrusts the search for traffic signs to
the program, he will be able to more closely monitor
other factors on the road. Thus, he can without
distraction monitor the movement of other vehicles
and respond in a timely manner to emergencies that
occur through the fault of the drivers of these
vehicles or for reasons that cannot be foreseen, such
as landslides and road destruction.

Given the high risk of accidents from non-
compliance with traffic rules (TR) and ignoring road
signs, the introduction of this system will
significantly increase safety for all road users, not
only for those in vehicles, but also for ordinary
pedestrians.

Fast and reliable automatic detection and
recognition of traffic signs in real time can facilitate
the work of the driver and thus greatly improve the
safety and driving comfort.

As a rule, traffic signs provide the driver with a
variety of information to navigate safely and
efficiently. Therefore, automatic traffic sign
recognition is essential for automated intelligent
driving of a vehicle or for a driver assistance system.

However, identifying traffic signs in different
viewing conditions against a natural background is
still a challenge.

The purpose of this work is to create a system
using a digital video recorder (DVR), which is used
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in the car, but for other tasks.This system will
recognize traffic signs on the road and notify the
driver of their presence, and which will reduce the
impact of the human factor. This will allow drivers
to pay more attention to factors that are difficult to
predict, such as the movement of other cars.

The system must find traffic signs and identify
them correctly. The input will be a video stream,
which is recorded in real time from the DVR located
on the front of the vehicle, this stream is processed
frame by frame and displayed on the screen with
selected signs that have been identified by the
system.

Unfortunately, the traffic signs will not look the
same in the images taken from the DVR. This is due
to the following factors:

o Jighting. The change of time of day and
different weather conditions affect the lighting of
objects. This is a serious problem, because colors are
represented by numerical values, and changes in
lighting lead to a significant change in these values;

o Jocation relative to the DVR and the road. Not
all signs are perfectly perpendicular to the road, they
can be tilted to the side. In addition, they can be
reversed in other directions. Because of this, the
proportions of the signs themselves are different,
which makes it difficult to recognize them,;

o obstacles and shadows. Roads are not always
empty and possible obstacles may partially obstruct
the signs. Such obstacles may include tree branches
that may not obscure the sign but cast a shadow on
it, or snow and dirt that adheres to the surface of
road signs.

Due to all these factors, two different images of
the same sign, which, for example, can be taken at
different angles, will be very different, and a direct
comparison will not match. It is better to use machine
learning technologies, namely to implement a neural
network, which will recognize and classify signs.

II. THE NEED FOR RECOGNITION OF ROAD SIGNS

The operation of the road sign recognition system
is that an image is obtained from the DVR, which is
then analyzed and the result is returned: the sign is
found or not.

For this system it will be more expedient to use a
mobile DVR, because recording and processing
must take place while the car is moving.

III.  OVERVIEW OF ROAD SIGN RECOGNITION
SYSTEMS

Many manufacturers have implemented a traffic
sign recognition system in their cars. This system is
part of the Opel Eye system in Opel cars [1]. Along
with it, the Opel Eye supports lane departure
warning technology. Mercedes-Benz also has a

system to ensure safety in their cars — Speed Limit
Assist [2]. The system implemented in Volvo cars is
called Road Sign Information [3].

The principle of operation of the Opel Eye
system and Speed Limit Assist [1], [2] is as follows:
the camera is mounted on top of the windshield of
the wvehicle, this location allows you to see
everything that should be visible to the driver: the
road, road signs, other vehicles, various obstacles
and pedestrians. This system can recognize a road
sign at a distance of up to 100 m. The camcorder has
a wide viewing angle and captures video in high
quality. This camera captures up to 30 frames per
second, which are then processed and checked for
signs that are in the database of this system. If such a
road sign is detected, information about it will be
displayed on the dashboard, this information will
disappear only when the restriction indicated by the
sign is removed by another appropriate sign.

Road Sign Information [3] automatically detects
speed limit signs and displays them in the instrument
panel display so you are aware of the current speed
limit for the road you are traveling on.

In addition to systems that are integrated into the
car, there are also mobile applications. One of these
is the RoadAR application, which performs the
functions of a video recorder, and which in parallel
recognizes road signs on the road and reports their
presence.

IV. STRUCTURE OF THE SYSTEM UNDER
DEVELOPMENT

The structarial scheme of this system is shown in
Fig. 1.

The system for traffic signs detection consists of
the following components: a DVR that records
images, a computer to which the recorder is
connected, and in which image processing and
finding and classification of traffic signs takes place,
and a screen on which display information about
traffic signs that have been detected.

Video recorder

y
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Output signal

Fig. 1. Block diagram of a system
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Images for processing and search will be
recorded using a DVR. Digital video recorders do
this best because they are designed to record video
while driving at high speeds, so the image obtained
in this way will be of high quality and will not have
the effects of blurring or camera shake. The device
will be attached to the windshield, which allows you
to see through it, everything in front of the vehicle.
Even if the driver does not see any traffic sign, this
sign will be recorded by the DVR.

V. PROBLEM STATEMENT OF DETECTION
AND RECOGNIITION ROAD SIGNS

There is video data that comes from the DVR in
digital form. It is necessary to develop an algorithm
for detecting and recognizing road signs that are
available on the video information received from the
digital video recorder.

VI. PROBLEM OF DETECTING AND RECOGNIZING
ROAD SIGNS IN REAL TIME

A considerable number of studies have been
devoted to the solution of this problem [4]. In almost
all methods in this direction, 3 stages can be
distinguished, namely: detection of a road sign,
recognition of the shape of a sign and classification
[5] — the first two are often combined. There are
methods for detecting road signs based on the use of
information about their color and shape [6], [7], as
well as based on the use of machine learning
methods, such as AdaBoost [8], and deep learning
[9]. No less important is the problem of
classification of detected signs, the quality of which
largely determines the reliability of the entire
recognition system. Studies carried out in [10] have
shown that methods based on the use of deep
convolutional neural networks provide high
accuracy even in situations with insufficient
visibility. This fact is very important for real-time
road sign recognition systems, as there are various
interfering factors that impede the operation of these
systems, for example, perspective distortion, lighting
variations, partial blockages, occlusions, as well as
bad weather conditions [5].

In recent years, deep learning methods have
taken the lead in machine learning due to their
effectiveness in solving large-scale problems [11].
The methods of this group have achieved leading
indicators in solving most of the problems of
computer vision, such as object recognition [12],
video classification [13] and scene understanding
[14]. These methods have proven themselves well in
solving the problem of recognizing road signs [15].
Nevertheless, despite its significant advantages, deep
learning methods remain quite computationally and

power-intensive. Therefore, many of them are
implemented in the form of cloud services [16],
which, as noted, introduces additional complications
and makes them difficult to apply in real-time
systems. These facts greatly complicate the
application of these methods in traffic sign
recognition systems and require their adaptation.

Currently, the most widespread are combined
methods that solve the problem of both selection and
recognition of objects.

One of the first such methods was R-CNN
(Region-based Convolutional Network) [17]. The
main disadvantage of this method is its great
computational complexity. Therefore, although the
method provides high accuracy, it cannot be applied
in real-time systems.

A faster method than R-CNN and SPP is Fast R-
CNN [18] (Fast Region-based Convolutional
Network). Although the method is faster than R-
CNN, it still cannot be applied in real-time systems.

To work in real time, the Faster R-CNN method
was developed [19], in which it was proposed to use
RPN (Region Proposal Networks) — a special neural
network for forming hypotheses. First, the entire
image is run through a convolutional neural
network, receiving a feature map, then using 3x3
convolution hypotheses (RPN) are formed using
"anchors" — rectangles with different aspect ratios
and scales. These rectangles are used to localize the
search for objects.

A fairly fast method is YOLO (You Only Look
Once) [20], but it is less accurate than Faster R-
CNN. The method is based on the use of a
convolutional neural network. The entire image is
covered with a 7x7 grid. For each cell of the grid,
two "anchors" are built. The class and the coordinate
offset relative to the grid cell are then predicted.
Although the method is fast enough, due to the small
size of the grid, it does not allow recognizing
sufficiently small objects.

The trade-off between accuracy and speed is the
Single Shot MultiBox Detector (SSD) multiscale
model for detecting visual objects [21]. Such a
model performs image detection at various scales
using multiple detectors. Each such detector is built
on the basis of one of the SNS feature maps (the
scale of detected objects increases with increasing
network depth). Then, for each of the detectors, a set
of "anchor" rectangles ("anchors") is selected -
rectangles with different aspect ratios and scales that
differ from each other in aspect ratio. The location
of the centers of the constructed rectangles depends
on the resolution of the feature map and does not
depend on the image base on which the network is
trained. In addition, the offset of each constructed
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rectangle from its center is predicted, as well as the
degree of confidence that the rectangle covers an
object of a given class.

Shot MultiBox Detector performance can be
described as follows [22]:

1. The original image goes through a number of
convolutional layers, which results in a set of feature
maps for different scales (for example, 19x19,
10x10, 5x5, etc.).

2. At each point of each feature map, a 3x3
convolutional filter is applied to obtain a set of
circumscribing rectangles.

3. For each rectangle, the spatial displacement
and the probability of finding the object are
simultaneously estimated.

4. During the training process, the true describing
rectangles of the object are compared with the

Unlike R-CNN, where candidate regions have at
least a minimal probability of finding an object, SSD
has no region filtering step. As a result, a much
larger number of circumscribing rectangles are
generated at different scales compared to R-CNN,
and most of them do not contain an object. To solve
this problem, SSDs, firstly, use non-maximum
suppression to combine similar rectangles into one.
Second, the hard negative mining technique is used
[23], according to which only a part of negative
examples is used at each training iteration; in SSD,
the ratio of the number of negative to positive
examples is 3 to 1. The selection of candidate
regions and classification are performed
simultaneously: For C classes, each enclosing
rectangle is associated with a (4 + C)-dimensional
vector that contains 4 coordinates and probabilities
for all classes. The last step is to use the softmax
function to classify objects.

VII. RESEARCH RESULTS

Traffic signs in Ukraine follow international
patterns, and can be classified into three categories:
warnings (mostly white and yellow triangles with a
red boundary and information), prohibitions (mostly
white surrounded by a red circle and also possibly
having a diagonal bar), and mandatory (mostly blue
circles with white information) (Fig. 2).

The primary metric of evaluation for object
detectors is the mean average precision (mAP). The
parameters of the train network is shown in Table 1.

TABLE I. PARAMETER SETTINGS
Parameter H Value
Learning rate 0.001
Optimizer adam
Batch size 24
GPU memory fraction 0.9
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Fig. 2. Road Signs: (a) Warning; (b) Prohibition; (c)
Command

Thus, the methods that allow performing the
selection and recognition of objects using one
convolutional neural network in one direct pass for
all hypotheses at once are quite promising. In
addition, in order to work in real time without losing
accuracy, it is desirable to perform image detection
at various scales, based on several feature maps. In
addition, it is necessary to choose the optimal sizes
of the "anchor" rectangles for the problem being
solved using statistical methods, for example, the
k-means method.
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VIII. CONCLUSIONS

The necessity of detecting and recognizing traffic
signs has been substantiated.

It is shown that the most promising approach to
solving the problem is the use of methods that
simultaneously solve the problems of detection and
recognition. The main characteristics of such
methods are their accuracy and speed of solving the
problem, which is necessary to ensure real-time
mode. It is shown that this method is the SSD
method. An example of solving the problem for road
signs in Ukraine is considered.
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O. I. Yymauenko, JI. b. Ilerpummnu, B. B. Konuinckiil. BuzHaueHHsi Ta po3mi3HaBaHHA JOPOKHIX 3HaKIiB 3
BukopuctanusaMm Single Shot Multibox Detector

Po3risinyTo moOyoBy CHCTEMH aBTOMAaTUYHOTO PO3ITi3HABAHHS JIOPOXKHIX 3HAKIB, sIKAa BUKOHYE JIOKAJII3allif0 JJOPOXKHIX
3HAKIB 1 IX pO3Mi3HABaHHSA Ha 300paKCHHSX, IO HAIXOMATh 3 BiJeOpeecTpaTopa aBTOTPAHCIIOPTHOIO 3aco0y, IO
JIO3BOJISIE BUKOPHCTOBYBATH BiJJEOPEECTPATOp SIK 32 HOro MpSMUM IMPU3HAYEHHSM, TaK i BKIIOYHTH HOTrO B IpoIEC
YIIPaBJIiHHS aBTOMOOiJIEM, MOJETIIYIoYd poOOTy BOJIS i, TAKHM YHMHOM, 3HAYHO IiJBUIIYIOYM Oe3reky i kKomdopT
BoziHHs. [IpoBeneHo anaini3 pilmeHHs 3aqa4l IeTeKTYBaHHS 1 pO3ITi3HABAHHS JOPOXKHIX 3HAKIB HA OCHOBI BUKOPHUCTAHHS
3ropTaNIbHUX HEeHpoHHHX Mepex. [lokazaHo, o HaliOinblna repeBara 3 TOYKH 30py KPUTEPIiB TOYHOCTI 1 MIBUIKOMIT
Mae metoz single shot multibox detector. HaBuanns HelpoHHOI Mepexki 31HCHIOETHCS HA OCHOBI HaBYAJILHOI BUOIPKH,
IO CKJIQIAETHCS TOPOXKHIX 3HAKIB, NPUHHATHX B YKpaini. [IpoBeneHe noCiimKeHHs MOoKa3aio, 0 3alpOINOHOBaHUH
TAX11 17151 BCIX BUKOPUCTAaHUX HAOOPIB TaHMX JIaB, SIK Kpally sSKiCTh PO3Mi3HABAHHSI, TaK i MAKCUMaJbHY IIBUIKOIIIO.
Koaro4oBi ci1oBa: 3Haku TOPOXKHBOTO PyXY; 3rOPTKOBI HEWpOMEpEexi; po3IizHaBaHHs 300pakeHb; Single Shot Multibox
Detector.
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aBTOTPAHCIOPTHOTO CPEJCTBA, YTO MO3BOJISIET UCIIONL30BATH BUJICOPETUCTPATOP KAaK 110 €ro MpsSMOMY Ha3HAuSHUIO,
TaK ¥ BKIIIOUUTD €T0 B MPOLIECC YIIPaBIEHUS aBTOMOOMIIEM, o0erdast paboTy BOAUTENS U,TAKUM 00pa3oM, 3HAUUTEIEHO
TIOBBINIAsE Oe30MacHOCTh U KOM(OPT BoXkAeHHs. [IpoBeieH aHan3 pelieHus 3aJauil JEeTeKTUPOBAHUS M PacliO3HABAHUS
JIOPOXKHBIX 3HAKOB Ha OCHOBE HCIIONB30BAHUSI CBEPTOYHBIX HEHpOHHBIX cereil. [lokazaHo, uro HauOoIbIIEe
MPEUMYIIECTBO C TOYKH 3pEHHs] KPUTEPHEB TOUHOCTH M ObICTpojeicTBHs MMeeT Mero single shot multibox detector.
OOyuyeHne HEWPOHHOW CETH OCYIIECTBISIETCS Ha OCHOBE OOYdalolledl BBIOOPKH, COCTOSIIEN IOPOXKHBIX 3HAKOB,
NpUHATHIX B YKpaune. [IpoBeneHHOE MCCIe0BaHNE 1T0Ka3al10, YTO MPEIOKEHHBIN MOIXO/ IS BCEX MCITOIb30BAHHBIX
HaOOPOB JTAaHHBIX JaJl KaK Jy4lllee Ka4eCTBO PacliO3HABAHMsI, TaK U MAaKCUMAaIIbHOE OBICTPOJIeHCTBHE.

KaroueBble ciioBa: 3HaKK JOPOXKHOTO JIBUKEHHS; CBEPTOUYHBIE HEHPOCETH; paclio3HaBaHue n3odpaxkenuit; Single Shot
Multibox Detector.
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