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Abstract—This paper considers a fundamentally new model of data network construction for servicing
the flows given by the gravitational matrix with restrictions on the time of information transmission. The
proposed network model differs from the known ones because it has an expanded capacity of node and
channel resources, combining the lowest possible cost of channels and switching nodes. As part of the
development of the proposed model and algorithm for allocation of flows in a full mesh network, the
developed mathematical apparatus provides a high degree of reliability and survivability of the
synthesized network as a whole. One of the used approaches to the solution of the linear programming
problem is based on the choice of the target function, the type of which is determined by the consumer
conditions of the synthesis of a particular data network. Within the framework of the article, it is
established that the linear programming problem, for each specific case, has an admissible, practically
realizable solution with the optimal choice of the target function without additional simplex
transformations. An important obtained result of the research is the simplicity of flow control, which is in
direct dependence on the strict ordering of the proposed structure, because it was possible to connect by
analytical dependences the flows in the branches and the path data transfer flows. The obtained
analytical results can be used as a basis for statistical algorithms of information flow control.

Index Terms—Data network; network model; gravity matrix; switching node; path flow; linear
programming; target function; static flow distribution; network degradation; adaptive control algorithm.

I. INTRODUCTION

To meet the needs of consumers, in accordance
with the Order of the National Telecommunications
Network [1], it is necessary to fully ensure the
proper functioning of the set of software (software
and hardware), technical means of multimedia
communication and data processing system, storage
and transmission, as well as cryptographic and
technical protection of information designed to
ensure the exchange of public information and / or
information with restricted access.

The strategic importance of quality development
of info communications due to the need to integrate
Ukraine into the world global information space;
providing unlimited and reliable user access to
information resources and special software tools of
various networks; creating technological conditions
for the mobility of users of telecommunications
services in all spheres of social life in a dynamic
global environment [2].

According to the given topological structure of
the information network, the matrix of input streams
and bandwidths it is necessary to find such values of
streams that minimize the average delay of messages
in the network, that is to solve the optimization
problem.

II. PROBLEM STATEMENT

To solve the problem of building a data
transmission network, it is necessary to know the
number of switching nodes, their locations and the
gravity matrix between them [3]. The resulting
network must serve the flows specified by the
gravity matrix and have a minimum cost, consisting
of the cost of channels and switching nodes.

Restrictions are imposed on the designed network
in terms of information transmission time, reliability,
survivability, capacity of node and channel
resources, as well as conditions for the use of
existing fragments of the network.

III. REVIEW OF PUBLICATIONS

This formulation of the problem, based on the
analytical study of the work [4] allows us to obtain a
static flow distribution plan on the synthesized
network, which can be the basis for static algorithms
for information flow control.

An important area of research in the field of
information transmission is the analysis and solution
of problems related to delay minimization and load
distribution using optimization models. Optimization
problems are present both in packet and message
switching networks and in digital circuit switching
networks. The specific implementation of the
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algorithm depends significantly on the specific
features of the network, but in general for different
networks a rather similar mathematical apparatus is
used — shortest path algorithms and flow algorithms,
applied to the flow models of networks based on
traffic intensities arriving in the communication
lines.

An important factor limiting the technical
possibilities for optimal data transmission, according
to papers [5], [6], is that in flow models an implicit
assumption is made that the statistics of traffic
entering the network do not change over time. Such
an assumption is justified when these statistics
change very slowly compared to the average time
required to reduce queues in the network, and when
flows in lines are measured by time averaging [6].
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However, the task of load balancing based on an
optimal, including in the time range, model, which
allows to reduce the average delay of packets in the
network based on the prediction of traffic intensity
on the communication lines containing an arbitrary
number of channels, looks very relevant.

IV. PROBLEM SOLUTION

This formulation of the problem allows us to
obtain a model of static distribution of flows of the
synthesized network, which can be the basis for
static algorithms of information flow control.

Let us represent the network model (a fragment is
shown in Fig. 1) in the form of a fully connected
graph G, consisting of k& nodes, two of which are
distinguished as a source S' and a receiver ¢.
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Fig. 1.

Let us define the flow in an arbitrary branch F;

to be equal to the sum of all path flows X, flowing
through this branch, i.e.:

/. P
all the way

Lj=Lk. (D

The throughputs V',

branches, providing the minimum average delay in
the network, can be determined from the solution of
the optimization problem in any of the statements
[4], [7], [8]-

Since the flows F;
then it can be stated that the path flows found from
the solution of system (1) will also provide the
minimum average delay, i.e. they will be optimal.

However, the system of equations (1) is not
single-valued, because the number of paths of the
network many times exceeds the number of branches

of the corresponding

satisfy the requirements [7],

F;. This means that in system (1) the number of

i
o

Fragment of a fully connected network

variables exceeds the number of equations. Since
this system is a system of linear algebraic equations,
it can be considered as a linear programming
problem 8, in which system (1) acts as constraints. It
can be solved with an appropriate choice of the
target function, for example, by the table simplex
method 9.

For any pair of corresponding subscribers S and ¢
it is possible to write the system of equations
including B<k—2 transit nodes. Given the large
number of path streams, let us limit the transfer of
information only along the routes containing no more

than two transit nodes. Then the total number of n_,
variables (path flows X ) according to [4], [7] is
determined by the number of placements and will be:

2
ntmc = 1 + ZAﬁZ (2)
z=1

Under these conditions, the system of restrictions
can be represented as follows:
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p
Fy =2 Xipey» BI=LB, j>i,
j=1
p
El = ;X[(jfl)ﬁﬂj’ (3)
Fy=X (i-1)B+J - X (J-1)p+i>
F;t = Xa'

In accordance with the law of conservation of the
flow for each node,

B
X[(i—])ﬁﬂ] =F,- > Fy =

j=itl
Xionpen = F5 + X pens
Xa = Et

where j>i.

On the right side of the system of equations (3)
there are basic variables, the number of which #, is
equal to the number of equations:

(B+2)(B+1)
2

_BP+B+2
- o

bas - B (6)
The total number of variables (path flows) is
determined by expression (2), so that the number of

free variables

2
— —_— — z f—
ntrac - nvar nbas =1+ Z AB

z=1

B> +P+2

5 (7

The result of the solution of the linear
programming problem depends on the choice of the
target function L(X ), the type of which is
determined by the specific conditions of the general
problem of the synthesis of the communication
network. As an example, we set the condition: the
maximum information from node S to node ¢ is
transmitted along the routes, which contain no more
than one transit node, i.e.

B BB
L(X)=X, Z X = Xo ;Fn _g‘ ,-;1 i

B (il

®)

According to the flow conservation law

B

X0+ZF;1':F0‘ (9)
i=1

| l, i=S,
p+
D> F, =F |0, i#S,t,
a=1

-1

i=1k,

9 i:tﬂ

where p is the connectivity of the graph.
In system (3), the equations are a linear

combination of the others, so we discard any
equations from consideration as linearly dependent.

Let us express basic variables in terms of free
ones (reduction to canonical form).

il
J=1

p
Xlavpen ~ _Z]wam}
J=it

)

Objective function (8), taking into account (9),
will take the form:

L(X)=F=Y YF,-2YX,,  (10)
i=1 j=l ij
where
B[ i-l B
2ZXS :2 Z]X[(i—l)ﬁﬂ']_ ,Z]X[u—wﬁn] - (1D
i i=l\J= JEIF

Final target function for solving the problem with
the tabular simplex method is converted to the
following form:

B
2F; -

1 j=1

17 (x)=~L(x) =

1

3 Fy-2%(-X,)— min (12)

If the conditions are met

B
> E>0

Jj=i+l

F,; >0,

F. —

i

(13)

the linear programming problem has a feasible
solution.
Furthermore, if the path flows forming the free

variables X, are oriented in the direction from
node S to node ¢, then the linear programming

problem also contains an optimal solution, which
without additional simplex transformations is found

by zeroing the free variables (X , =0):

(14)

G-np+1 ~ Ly
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=

L™ (X)=3

1

(15)

B
> 2 F,~Fy

1

To get a complete picture of the distribution of
flows in the network, it is necessary to solve a
similar problem for each pair of allocated nodes with
their own initial flows Fok . The resulting F;]k " value
for each variant of the problem must be summed
over all variants (i, j= L_k) of the solution and can
on the

be regarded as the loads

corresponding link.

resulting

If, in this case, the initial flows F‘ are generated

by each node &, and do not come from outside, then
their values must correspond to the gravitation

matrix HXU , the elements of which, as a rule, are set

as initial data.

If the considered structure is a fragment of some
global network, its initial flows can be used to
combine individual fragments through special
gateways into a broader structure, respecting the law
of conservation for each pair of adjacent nodes
belonging to different fragments.

V. RESULTS

The relations obtained as a result of this research
describe the static distribution of flows in the full-
connection network. However, this structure is
hardly advisable to implement in practice in the
synthesis of data transmission networks because of
its extremely high cost, especially in cases where it
is not required by the conditions of reliability. The
fact that in such a structure, each subscriber can
communicate with any other through an independent
channel, facilitates the task of routing messages, but
is often insufficient in terms of network degradation.
Equations (3) provide, in addition, alternative
transmission routes on paths containing one or two
transit nodes. Because of this, equations (3) can be
easily transformed with respect to lossless structures,
e.g., by branch exclusion, to obtain structures with a
given connectivity.

The easiest way to perform this procedure is to
eliminate branches in order to obtain a regular
structure with specified properties and satisfying the
requirement for reliability (connectivity). For
example, if we exclude links between all nodes
which form an external Hamiltonian cycle, the
connectedness of the graph decreases by two units.

In this case equations (3) will be considerably
simplified due to the fact that a part of variables will
be reduced to zero:

Fst - 0’
B
F;l = ZXJ = 0’
j=1
. (16)
Fy = Z}Xﬁf =0,
Jj=
i(i+1) :X(i—l)(B+1)+2 _Xi(B+]) =0.

As F |, F,, Fy,, turns to zero, so do all path

s1°7 Bt»

flows X ;, Xg, X1 yp1)a)s X

form the corresponding flows in the branch. After
such changes, it is necessary to require that the law
of conservation of flux be satisfied. Since the
number of path flows (variables) is drastically
reduced, the remaining system of equations turns out
to be one-valued, i.e. it has a single solution.

In practice, there is an independent task of flow
control, associated with the development of adaptive
control algorithms that respond both to changes in
the flows outside the nominal values, and to
dynamic changes in the state and performance of
network elements. At the same time, certain
difficulties arise, the reason for which is that in
dynamic algorithms, the processes describing the
system behavior depend on the decisions made, and
these decisions must take into account the current
state of the network. This means that each initial
condition will correspond to its own optimal
distribution of flows, and for optimal routing it is
necessary to solve the optimization problem under
new initial conditions each time, which not only
requires knowledge of the network state at each
current moment, but also cannot be performed in
real time.

This independent problem, which is not related to
topological design, must be solved by applying an
advanced control system that maintains the
harmonious internal organization of the network.
The goal of static control is to keep traffic within
limits compatible with available resources at
transmission rates that are close to nominal. An
important factor is the simplicity of flow control,
which is in direct dependence on the strict ordering
of the structure, because in this case it is possible to
link branch flows and path flows by analytical
relationships.

)» which together

VI. CONCLUSIONS

The minimum throughput of a branch in the
corresponding route is determined by the path flow,
and there is always a branch in which there is one
path flow, the size of which is determined by the
throughput of this branch.
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O. B. llledep, Ppxat Axi Annaepi. OnTumMaabLHuii Po3MoAii NOTOKIB B Mepe:Ki 3 aJaNTUBHOIO NepeJavero JaHuX
Y poOoTi po3riisHyTa MPUHIMIIOBO HOBa MOJEIH MOOYIOBH MEpPEXi INepenayi MaHuX s O0OCIyroBYBaHHS IOTOKIB
3aJJaHUX MAaTPUIEI0 THKIHHA 3 OOMEKEHHSMH MO 4acy mepeaadi iHopmarii. 3anmporoHOBaHa MOJETb MEpEexKi
BiJIPI3HAETHCS BiJ BIIOMUX THM, IIO Ma€ PO3UIMPEHY €MHICTh BY3JIOBHX 1 KaHAIBHUX PECYpCIiB, MOEAHYIOUH B CO0i
MIHIMQTBHO MOXKJIMBY BapTiCTh KaHAIIB 1 BY3IiB KOMyTamii. Y paMKax po3poOKH 3arlporioHOBaHOi Mojeni Ta
aITOPUTMY PO3IIOIUTY ITOTOKIB y TIOBHO3B’SI3HIM Mepexi, po3poOJeHnil MaTeMaTHYHHUI amapatr 3abe3reyye BHCOKY
CTYMiHb HaJIHHOCTI ¥ )KUBYYOCTI B I[JIOMY, MEPEXi, 0 CUHTE3yeTbCsl. ONUH 13 MiXOIB, 110 BUKOPUCTOBYETHCS IS
BUpILIIEHHS 3aBIaHHsI JIIHIHHOTO MPOrpaMyBaHHsl, 3aCHOBaHUH Ha BHOOPI IIILOBOI (DYHKI1, BUA KOTPOi BU3HAYAETHCS
CHOKMBYAMHM yYMOBaMH CHHTE3y KOHKPETHOI Mepexi mnepenadi JaHHX. Y paMKax CTaTTi BCTAHOBJICHO, IO 3a/aya
JIHIHHOTO TPOrpaMyBaHHS, JJIsi KOYKHOI'O KOHKPETHOTO BUIAJKY, Ma€ JOMYCTHME, MPAaKTHYHO peajli3oBaHe pillleHHs
IPU ONTUMAJIBLHOMY BHOOpPI IILOBOI (YHKIII 0€3 JONATKOBHX CHMIUIEKC-TIEPETBOPEHb. Ba)KIMBUM OTpUMaHUM
PEe3yaBTATOM IOCITIKCHb € TPOCTOTA YIPABIIHHI MMOTOKAMH, KOTPa 3HAXOAUTHCS B MPSMIiil 3aJIeKHOCTI BiJ YiTKOL
BIIOPSIKOBAHOCTI CTPYKTYPH, IO 3alPOITOHOBaHA, OCKUIBKH BJIAIOCS 3B'S3aTH aHATITHYHUMH 3QJIS)KHOCTSMH TIOTOKH B
TiIKaX 1 [UIIXOBI IOTOKM repeaadi naHuX. OTpUMaHi aHaJTITUYHI PE3ylbTaTd MOXYTh OyTH TOKJIaJeHI B OCHOBY
CTaTUCTUYHHX aJITOPUTMIB YIIPABJIiHHS MOTOKaMU iH(pOpMaILi.

Karwudosi cioBa: Mepexa nepefadi JaHUX; MOAENb MEPEXi; MaTPHLS TSDKIHHS; BY30JI KOMYTallii; MUISXOBHH MOTIK;
JiHIAHE MporpaMyBaHHs; 1iJbOBA (DYHKINIS, CTATUYHUIN PO3MOILT OTOKIB; Aerpaaallisi MEepexKi; aJalTHBHUN aJrOpUTM
KepyBaHHSL.
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A. B. lledep, Ppxat Anu Aanaspu. OnrtuMaibHoe pacipenesieHie MOTOKOB B CeTH € aIaNITUBHOM mepenaveit
JaHHBIX

B pabore paccMoTpeHa MPHUHIUIAATBHO HOBAas MOJENB MOCTPOCHUSA CETH IEpelavyd JAaHHBIX UIT OOCTY:KUBAHHS
MMOTOKOB 3aJaHHBIX MATpHUIICH TATOTCHUN C OrpaHMYCHHUSAMH IO BpeMeHH nepenayn wHpopmanuu. [IpemiokeHHas
MOJIESIb CETU OTJIMYAETCS OT M3BECTHBIX TEM, UYTO UMEET PACIIUPEHHYI0 €MKOCTh Y3JIOBBIX M KaHAJIBHBIX PECypcoB,
coyeras B cebc MHHUMAJIbHO BO3MOXKHYIO CTOMMOCTh KaHAJOB M Y3JOB KOMMYyTaIlMd. B pamkax pa3paOoTKu
MPEUTOKEHHOM MOJETU U QJITOPUTMa pAclpeileicHUs TIOTOKOB B IOJHOCBA3HOW CETH, pa3pabOTaHHBIN
MaTeMaTHYECKUH ammapar 00ecreuynBaeT BRICOKYIO CTCIICHb HAJISKHOCTH U )KMBYYECTH CHHTE3UPYEMOI CETH B IICIIOM.
OfvH U3 MCIOJIb3YEMbIX IOAXO0B K PEIICHHUIO 3aJa4H JTHHESHHOTO MPOrpaMMHUPOBAHUS OCHOBAH Ha BBIOOpE IIEIEBOM
(YHKIIMY, BUT KOTOPOH OMpEAeIsIeTCs MOTPEOUTEIHCKMMHU YCIOBUIMHU CHHTE3a KOHKPETHOM CETH Mepeavn JaHHBIX. B
paMKax CTaThbH YCTaHOBJIEHO, YTO 3ajJlaya JIMHEHHOTO MpOrpaMMHUPOBAHUS, JUIS Ka)JA0ro KOHKPETHOTO Cllydas, UMEeT
JOITyCTUMOE, TPAKTHYECKH peaU3yeMoe peIIeHHEe IIPH ONTUMAJbHOM BBIOOpE IleJeBOM  (yHKIUH Oe3
JIOTTOJTHUTEIIBHBIX CUMILIECKC-TIPpeoOpa3oBaHuii. BayKHBIM TMONYYEHHBIM PE3YJIbTATOM HCCIICIOBAHUH SBIISICTCS IMPOCTOTA
yrpaBieHUs] MOTOKaMH, KOTOpas HaXOAWTCS B MPSAMOW 3aBUCUMOCTH OT CTPOI'OM YHOPSAOYEHHOCTH MPOATI0KEHHOM
CTPYKTYpHBI, MOCKOJBbKY YAAJIOCh CBSI3aTh AHAIUTUYECKUMHU 3aBUCUMOCTSAMH IMOTOKH B BETBSX M IYTEBbIE MOTOKH
nepefayd JMaHHBIX. [lodydeHHBIC aHATUTHYCCKHE PE3YyIbTaThl MOTYT OBITh IOJIOKEHBI B OCHOBY CTaTHCTHYCCKHX
aJITOPUTMOB YIPABJICHHUS MIOTOKAMU HH(DOPMAITHH.

KiiroueBble cJjioBa: ceTh Nepeayd JaHHBIX; MOJIENb CETH; MaTpUlla TATOTEHH; y3eJl KOMMYTAIlUH; MyTeBON MOTOK;
JMHEHHOE TPOrpaMMHUpOBaHMe; IieneBas (YHKIMS; CTaTUUECKOE paclpelelieHHe IT0TOKOB; Jerpajanusi CeTH;
aJlanTUBHBINA aJITOPUTM YIIPaBJICHUSI.
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