O.1. Chumachenko, M.O. Liubachenko Optimal Genetic Algorithm Selection for Deep Neural Network Settings 9

COMPUTER SCIENCES AND INFORMATION TECHNOLOGIES

UDC 629.735.33-519(045)
DOI:10.18372/1990-5548.66.15222

'0. I. Chumachenko,
’M. O. Liubachenko

OPTIMAL GENETIC ALGORITHM SELECTION FOR DEEP NEURAL NETWORK SETTINGS
"Technical Cybernetic Department, National Technical University of Ukraine “Igor Sikorsky Kyiv

Polytechnic Institute,” Kyiv, Ukraine
E-mails: 'chumachenko@tk.kpi.ua ORCID 0000-0003-3006-7460, “ejie]997@gmail.com

Abstract—The problem of construction of deep neural networks with the use of genetic algorithms is
considered. The problem of structural-parametric synthesis with creation of neural networks is defined.
The main purpose of the study is to find a deep neural network that is optimal for solving urgent problems.
The classification problem is chosen as the urgent problem to solve. Also the classification of genetic
algorithms is given, which are used as a basis for establishing the parameters of deep neural networks A
system for the optimal tuning of the parameters of deep neural networks is proposed, which includes a two-
stage algorithm. At the first stage of the algorithm, a multicriteria genetic algorithm is selected from a set
of possible ones (genetic algorithm of vector estimation, genetic algorithm of Fonseca and Fleming,
genetic algorithm of Pareto approximation with niche, genetic algorithm of sorting without dominance,
genetic algorithm of Pareto force, genetic algorithm of Pareto-2 force ) that best fits the given training
sample. At the second step, the problem of structural-parametric synthesis of a neural network is solved
according to the criteria of accuracy and complexity. As a result of training, the values of the neural
network parameters are found, such as: the number of layers, the number of neurons in each layer, the
values of the weight coefficients.The modeling of the proposed system is carried out. The results of
modeling, comparison of results with similar sofiware packages are presented. The obtained results show
the possibilities of wide use.

Index Terms—Multiobjective genetic algorithm; deep neural networks; structural-parametric synthesis;

optimal selection.
I. INTRODUCTION

Modern systems that require solutions to
problems of high complexity are keep using artificial
neural networks (ANN) [1] — [12]. Such problems
include solving the problem of Cclassification,
forecasting, clustering, decision making,
approximation, data analysis, optimization. The use
of ANN can be widely found in many areas —
construction (for example, finding the optimal
design parameters), medicine (disease recognition),
economics (forecasting the exchange rate) and
others. But when using ANN there is a problem of
decision-making on the type of neural network and
its parameters, depending on many criteria.

This article shows an algorithm for determining
the best genetic algorithm for learning a neural
network with the definition of its structure (number
of layers, number of neurons in layers) and values of
weights, which differs from those known in that in
order to improve the quality of learning the best of
the algorithms.

As a result, we get a system that increase the
efficiency of solving problems of neural networks
due to a multiobjective optimization system — the

optimality of the parameters reduce the complexity
of learning neural networks while obtaining optimal
accuracy.

It can be used in practice to improve neural
network problem solving — it can be used to reduce
resource use in problem solving.

II. PROBLEM STATEMENT

Structural-parametric synthesis [2] is a process as
a result of which the structure of the object is
determined and the parametric values of its
constituent elements are found, so that the
conditions of the synthesis task are fulfilled. If the
synthesized object is optimal by any criteria, then
the synthesis itself is optimal.

The used mathematical and computer models used
for automation of structural-parametric synthesis of
objects differ significantly from those models used for
automation of parametric synthesis. It follows that if
the structure of the object in the synthesis process
does not change during parametric synthesis, then
during the process of structural-parametric synthesis
there is a change in the parameters of the object and
a change in the structure.
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Statement of the problem of structural-parametric
synthesis in our case will determine the structure of
the model and their parameters are two criteria
(complexity and accuracy).

To solve the problem of structural-parametric
synthesis in our case it is necessary to determine the
model structure and its parameters, namely — the
model complexity of the deep neural networks
(DNN) and accuracy.

Let the maximum number of neurons be given 4
in a neural network constructed to approximate the
dependence on the sample of source data <X, Y>
where X = {X;} — a set of values of characteristics
(features) that describe the object or process;
Y = {y,} — array of parameter values at the output in
this sample; X; = {Xj,} this is the ith feature in the
sample, i = 1, 2, ..., L; X, is the value of the ith
attribute for the pth sample, p =1, 2, ..., M; y, is the
value of the predicted parameter for the pth instance;
L is the total number of objects in the original set;
m — number of samples.

Then the task of the structural-parametric
synthesis is to find a model of the form HC = HC(S,
W, B), for which {(HC, X, Y) — min, while S = S(L,
A) is a matrix that determines the presence of
synaptic connections between network elements
(input functions, neurons); W = W(S) is a matrix of
weights corresponding to the ratios present in the
network; B = B(S) is the shift vector of network
neurons; E(HC, X, Y) is the criteria that determine
the effectiveness of the model of the DNN to
approximate the relationship between the set of
parameters at the input — X and the corresponding
vector of parameter values at the output — Y.

III. OVERVIEW OF GENETIC ALGORITHMS

To date, there are many genetic algorithms [1],
but the most popular are VEGA (vector genetic
algorithm), FFGA (multi-purpose genetic algorithm)
Fonseca and Fleming) or MOGA (also called a
multi-purpose genetic algorithm), NPGA (Niche-
Pareto genetic algorithm), SPEA and SPEA2 (Pareto
force evolutionary algorithm).

1) VEGA. David Schaffer (1984) [3] extended
Grefenstette's program GENESIS to include
multicriteria functions. Schaffer's approach was to
use an extension of the Simple Genetic Algorithm
(SGA), which he called the Vector Genetic
Algorithm (VEGA), and which differed from SGA
only in selection. This operator was modified so that
a number of subpopulations were generated for each
generation, performing proportional selection
according to each criterion. Thus, for a problem with
the k criteria, subpopulations of the size of N/ k are
generated (assuming N is the total population size).
These subpopulations will be mixed to obtain a new

population of size V, which will be subject to GA, in
which crossover and mutation operators are used in
the usual way. In Figure 1 a structural representation
of this process is shown.

The main advantage of this algorithm is its
simplicity, ie this approach is quite easy to
implement. Richardson and co-authors. (1989) [4]
note that shuffling and merging of all subpopulations
corresponds to the averaging of the custom
components associated with each of the criteria.
Because Schaffer used the proportional purpose of
fitness, these components of fitness, in turn, were
proportional to the criteria themselves. Thus, the
obtained expected adaptation corresponds to a linear
combination of goals, where the weights depend on
the distribution of the population in each generation,
as shown by Richardson and co-authors.

The main disadvantage of this is that when we
have a concave compromise surface, certain points
in the concave regions will not be found by this
optimization procedure, in which we use only a
linear combination of criteria, and it has been proven
that regardless of the set of weights are used. Thus,
the main weakness of this approach is its inability to
produce Pareto-optimal solutions in the presence of
non-convex search spaces

Initialize the
Population
e
Evaluate for Evaluate for Evaluate for
. Objective Objective [ eecee- Objective
Function f; Function 7, Function f;
y Y y
Select N/k Select N/k Select N/k
sub-population sub-population | * sub-population
Based on fy Basedon f, Based on fy
A
Combined all the
sub-population
Suffle entire population
No

Is performance satisfactory?

Fig. 1. VEGA algorithm
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2) FFGA. Fonseca and Fleming (1993) [4]
implemented Goldberg's proposal differently. First,
let's discuss what Goldberg has to offer in terms of
Pareto's rating.

Goldberg proposed a Pareto ranking scheme in
(1989), where the solution x during generation t has
a corresponding target vector x,, and # is the size of
the population, the rank of the solution is determined
by the following algorithm.

FFGA algorithm is described below:

l.curr_rank =1, m = n;

2. While n! = 0do

3.Fori= 1...,mdo

4. If x,,is non-dominated

rank (x,t) = curr_rank end

do

5.Fori =1,..,m

6. do

7. If rank(x,t) = curr_rank Delete x from

populationn = n—1;

8. The end of doing

9.curr_rank = curr_rank +1m = n

10. end while

This means that the entire population is checked
in the Pareto rating, and all individuals who do not
dominate are assigned the rank "1". These
individuals are then removed from the population
with rank "1". All non-dominated individuals from
the rest of the population are identified again and
assigned the rank "2". Thus, the procedure continues
until all decisions receive the required rank.

But in multiobjective genetic algorithms, the
entire population is tested, and all individuals who
do not dominate are assigned the rank of "1". Other
individuals are classified by checking their
dominance relative to the rest of the population as
follows.

For example, an individual x; in a generation ¢ in

which p!” individuals predominate in the current

generation. Its current position in the rank of
individuals can be given by

Rank(x,,) =1+ p.

Once the ranking procedure is complete, it is
time to assign fitness to each individual. Fonseca
and Fleming proposed two methods for determining
fitness:

— rank based determination of fitness;

— methods of forming niches.

The appointment of fitness on the basis of rank is
as follows:

— sort the population by rank;

— assign fitness by interpolating from best (rank

"I") to worst (rank n<N) in the usual way,
according to a certain function, usually linear, but
not required.

—On average, assess the level of fitness of
individuals with the same rank so that they all
participate at the same rate. This procedure
maintains a constant adaptation of the global
population, maintaining the appropriate selection
pressure, as determined by the function used.

As Goldberg and Deb pointed out, this type of
blocked adaptation is likely to lead to high selection
pressures, which can lead to premature convergence.
To avoid this, Fonseca and Fleming used the second
method (i.e., the niche formation method) to distribute
the population over the optimal Pareto region, but
instead of exchanging parameter values, they used
exchanging the values of the objective function.

The main advantage is that it is effective and
relatively easy to implement. The effectiveness of
this method strongly depends on the distribution
coefficient o However, Fonseca and Fleming

share *
have developed a good methodology for calculating
this value for their approach.

3) NPGA. Horn, Nafploitis, and Goldberg [1],
[5] proposed an NPGA based on a Pareto dominance
tournament and an exchange of equivalence classes.

Pareto-dominant tournament. Basically, it is a
scheme of tournament selection based on Pareto
dominance. In this scheme, a selection set of
comparisons consisting of a certain number (¢4,,) of
individuals is randomly selected from a population
at the beginning of each selection process. Two
individuals are selected at random from the
population for selection. Then each of the
individuals is compared with each individual in the
comparison set. If in one the set of comparison
prevails, and in another is not present, the later is
selected for reproduction. If neither or both are
dominated by a set of comparisons, then we move
on to the second technique.

Exchange of equivalence classes. Since both
individuals are the same, ie either dominant or non-
dominant, it is likely that they are in the same class
of equivalence. So in this case we choose the "best
fit" according to the following procedure.

We choose the radius of the niche o and

share *
according to this radius, the candidates who have
the smallest number of individuals in the population
are the most suitable. In the following Fig. 2 shows
how this procedure works: here we maximize along
the x-axis and minimize along the y-axis.

In this case, the set of candidates for selection
does not exceed the set of comparison. Thus, in
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terms of the number of niches, this shows that
candidate 1 is the best fit. Here #,,,, is selected only
once for a certain generation ¢. After creating a new
population, a genetic operator similar to other
methods is used.

&
Equivalence Class Region

Fig. 2. Exchange of equivalence classes

NPGA algorithm is written below:

1. Initialization of population with the size n.

2. The choice of ¢4, chromosome size is
random from the current population.

3. Random selection of two chromosomes
from the current population.

4. Selection of n individuals based on the
following procedure: Compare two chromosomes
with tdom for nondominance by the previous
definition. If one is dominant and the other is not
dominant, choose one that is not dominant. If
both do not dominate or dominate, then choose
the best chromosome (individual) by the method
of niche formation.

5. Apply crossover and mutation to get a new
population.

6. Check if the performance criteria are met, if
not, go to step 2, otherwise go to step 7.

7. Stop.

Because this approach does not apply Pareto
selection to the entire population, but only to its
segment at each run, its main advantages are that
it is very fast and that it creates good
nondominant fronts that can be maintained for
many generations.

The effectiveness of this method strongly
depends on the partition coefficient (o,.) and

good tournament numbers (¢4,) and difficult to
implement.

4) NSGA. NSGA [6] differs from a simple GA
only in the form in which the selection operator is
used. Operator crossover and dominant solutions are
also important in order to obtain a good distribution
of solutions in the optimal Pareto front. Adaptation
is performed in two stages.

1. Assigning the same fictitious adaptability to

all decisions of a certain level of dominance.

2. Application of exchange strategy.

We will now discuss the details of these two steps.

First, all decisions on the first nonpredominant
front are assigned an adaptation equal to the
population size. This becomes the maximum
suitability that any solution can have for any
population. Based on the sharing strategy, if a
solution has many adjacent solutions on one front,
its fictitious adaptability is reduced by a factor and
the total fit is calculated. The factor depends on the
number and proximity of neighboring solutions.
After all decisions on the first front are assigned
values of fitness, the lowest total value of fitness is
determined.

After that, the persons who are on the second
level of domination are assigned a fictitious
adaptation, equal to the number less than the least
total adaptation of the previous front. This ensures
that no decision on the second front has a more
common fit than any decision on the first front.
This maintains pressure on the solution to lead to
an optimal Pareto front. The method of sharing is
again used among the persons of the second front,
and the general adaptability of each person is
revealed. This procedure is continued until all
individuals have received general fitness.

After the fitness assignment method [7], [8],
roulette selection (RWS) is used to select N
individuals. Crossover and mutation are then
used. Joint fitness is calculated as follows.

Given the set of n; decisions in the /th non-
predominant front, each of which has a fictitious
value f}, the common procedure is performed as
follows for each decisioni=1, 2, 3, ..., n;.

1. Calculate the normalized measure of the
Euclidean distance with a different solution in the /th
nonpredominant front, as shown below:

2
» @) _ ()
4= 2| s
i () _ () |2
p=I\Xp TXp

where P is the number of criteria in the problem.

(u)

, and xﬁf) are the lower and

These parameters x
upper limits x,.

Calculate the normalize.

2. The distance is compared with a predefined
parameter and the following value of the sharing
function is calculated:

2
1 il if d, <
- > 1 ij = Gshare’
cSshare

0, else.

Sh(dij) =
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3. Incrementation j. If j<n, so, go to step 1 and
calculate sh(dl.j) .If j>n,, calculate the number of

niches for the ith solution as follows:

m, = Zj':]sh(d,.j )
4. Determine the fictitious suitability f, of the

fl. solution in the /th nondominant front, to calculate
the overall suitability, as follows:
- _ N
ji=L
m,
This procedure continues for all i =1, 2, 3, ..., ny
and found accordingly. After that, the smallest value

£™ of min from all in f, Ith nonpredominant front

was found for further processing. The fictitious
adaptation of the next nonpredominant front is

determined by f,,=f"™ —¢, where g a small

positive number.
The above sharing procedure requires a
predefined parameter o which can be calculated

share »

as follows:

1/
Gy ©0.5/Jq ',

where ¢ is the desired number of different Pareto-
optimal solutions. Although the calculation o

share
depends on this parameter ¢, ¢ = 10 has been shown
to work well for many test tasks.

The main advantage of this method is that it can
handle any number of criteria, and this makes the
distribution in the space of parameter values instead
of the value space of the object, which provides a
better distribution of people and allows to obtain
several equivalent solutions.

Some researchers note that this is ineffective
when considered as the computational efficiency of
the produced Pareto fronts. Another disadvantage is
that it is more sensitive to ©

5) SPEA, SPEA-2

General scheme of SPEA (Evolutionary force
algorithm Pareto) [6], [8], [9]:

— initialization: generating the 1st set and
creating an empty external Pareto-optimal set
(archive);

— Pareto-optimal set updating. If the value of the
Pareto-optimal set exceeds the specified limit,
subsequent Pareto networks are destroyed by the
clustering method. To reduce the Pareto set to a
controlled size, the average algorithm of hierarchical
clustering based on compounds is used. It performs

share *

an iterative combination of adjacent clusters to
achieve the required number of groups;

— calculating the value of the fitness function for
the external Pareto-optimal set and set of
individuals;

—selection by means of tour selection: the
population and the external set are combined, and
any two persons are chosen at random. As for their
fitness function, the best of them moves to the pool
(mating pool). A pool is a collection of intersecting
populations that undergo mutation and crossover
operations to create a new population;

— the new population is produced by mutation
and crossover operations;

—setting ¢ =¢+1. If the stop criterion (¢>7) is

not met, go to step 2; otherwise the members of the
archive are represented as the optimal Pareto set.

SPEA differs significantly from its predecessors
in that:

—the concept of Pareto dominance is used to
assign scalar suitability to individuals;

— persons who do not dominate other members of
the population of Gindi, are stored separately in a
special external set (archive);

— to reduce the number of persons stored in the
archive, clustering is carried out, which, in turn,
does not affect the characteristics of persons
acquired in the search process.

The uniqueness and advantages of the SPEA
method is that:

—it combines the above approaches in one
algorithm;

—the suitability of each individual of the
population is determined only in relation to the
persons of the external archive, regardless of
whether the individuals of the population dominate
each other;

— despite the fact that the "best" persons obtained
in previous generations are stored in the external
archives, they all participate in the selection;

—to prevent premature convergence, a special
mechanism of niche formation is used, where the
distribution of general suitability is carried out not in
terms of the distance between individuals, but on the
basis of Pareto dominance.

One of the disadvantages of SPEA is that most of
the resources and time are spent on the clustering
procedure, which provides support for population
diversity.

When developing SPEA-2 [1] [10], the main goal
was to eliminate the potential shortcomings of the
predecessor (SPEA) and incorporate the latest
results to create a powerful and modern multi-
criteria  evolutionary  algorithm. The main
differences between SPEA-2 and SPEA:
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—an improved scheme for assigning a fitness
function that takes into account each individual, how
many people dominate him and how many people
dominate others;

— the closest method of estimating the density of
neighbors, which allows you to more accurately
manage the search process;

—a new method of truncating archives, which
guarantees the preservation of marginal solutions.

In general, one of the most important steps in
SPEA-2 is to determine fitness function or fitness.

Determination of fitness [11]: performed on the
basis of the concept of Pareto-dominance, the
algorithm for calculating which (suitability F) for
each individual from the population of P, and the
archive A4, has the following form.

1) Suppose we have a set of people who make up
the P, population and archive B, where each person
is assigned a value S(i)€[0.1), is called "force"
(which shows how many decisions it dominates),
which is proportional to the number of members of
the population j e P, for which f(i)> f(j), in the
case of multicriteria optimization. The proportion is
as follows:

) n
S(7) N+1

where N is the population size; #n is the number of

individuals that dominate under conditions

J@=zf0).

But the "strength" of each individual and the set
of persons in the A, archive and the set of
populations P, will be defined as the sum of "force"
on persons and "force" taking into account the
dominance encoded by criterion i above the criterion
encoded by J:

SO=[jlje R+ 4 ni>j,

where + stands for multiset union, the symbol A
stands for a conjuction operator and the symbol >
corresponds to the Pareto dominance relation
extended to individuals (i > j if the decision vector
encoded by i dominates the decision vector encoded
by /).

2) Based on the value of S(7) is calculated "raw"
value of adaptation R(i) of individual i, which is
calculated by summing the "forces" of all
individuals j, which dominate or weakly dominate
by all criteria:

R(i)= >, S())

jeP,+4

t,j>i

where P, is the set of individuals of the population 4,
a set of persons of the archive.

3) Density estimation method is an adaptation of
the method of the kth nearest neighbor, where the
density at any point is a (descending) function of the
distance to the kth nearest data point. A decreasing
function is called on some interval if for any values
of the argument from this interval a larger value of
the argument corresponds to a smaller value of the
function. The inversion of the distance density to the
kth nearest neighbor is taken to estimate the density.
For each individual i the distances (in the criteria
space) to the persons j in the archive and the general
sample are calculated and stored in the list.

To calculate the value of fitness is used the value
of the density of the location of individuals: for each
individual and calculates the Cartesian distance from
it to the rest of the individuals j in the archive and the
set of individuals.

After ranking the list in ascending order, the kth
element gives the desired distance to the person and
is denoted of. This o denotes the distance from
the individual i to the nearest kth neighbor. We use
k, which is equal to the square root of the sample
size. But it should be noted that quite often it is
enough to use k£ =1, which leads to effective
implementation.Then calculate the density value

D(i ) for the individual i:

D(i)=——. k=\(N+N,).

Gf.‘+2’

where N this is the size of the population; N, is the
number of archives; £ is approaching the nearest
integer.

Two is added to the denominator to make sure its

value is greater than zero and that D(i)<1.

4) Finally, adding D(i) to the initial value of
fitness R(i) individuals and gives it adaptability.
Therefore, the final value of the fitness function
F(i) for the
F(i)=R(i)+D(i).

The execution time of the suitability
determination procedure largely depends on the

individual is defined as

density estimate — O(L* log L), while the calculation

of the values of S and R — O(L*), where L =M+ N.

But in the end, basic SPEA-2 consists of the
following stages:

At the entrance: M, N, T, M is the size of the
original population. N is the size of the archive. T is
the maximum size of generations.

Output: 4" — a nondominant set.

Step 1. Initialization: creating an initial set P and
an empty archive — an external set 4, =, ¢t =0.
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Step 2: Calculation of fitness: Calculation of
values of fitness of each individual in P and 4;.

Step 3. Select the environment. Copy all
individuals from P and 4; to A4;,, . If the size of
A

t+1

operator, if A-

t+1

exceeds N, reduce A4;,, using the clipping

is less than N, fill 4;,, with the

A" is a set of solution vectors representing
nondominant solutions in 4,,,. End.

Step 5. Selection: We use binary tournament
selection with substitutions for 4,,, to fill the pool.

Step 6: Variation: Use crossover and mutation
operators for the pool and set P as the result set.
Increase the population counter (¢ = +1) and go to

dominant individuals in P and 4; .

Step 4: Completion: If t is greater than or equal to
T, or another stop criterion is satisfied, then the set

step 2.

Let’s give some comparison of the multiobjective
genetic algorithms [1].

TABLE I. COMPARISON OF MULTIOBJECTIVE ALGORITHMS
Algorithm | Benefits Disadvantages Features
Inability to produce Pareto-
VEGA Simplicity optimal solutions on convex Selection operator
surfaces
. . . . Rank-based definition or method of
FFGA Simplicity Settings niche radius — o, forming niches to determine fitness
Simplicity with Adjusting the radius of the niche, .
. . Tournament selection, no
tournament selection | an additional parameter for o . .
NPGA . . . . definition of fitness. Niche radius
in understanding, tournament selection gives a more | . . . .
. > is a mechanism of diversity
speed complex implementation
NSGA Fast convergence Settings niche radius — o, Adaptability is based on sorting
share nondominant solutions
Sophisticated clustering algorithm | Adaptability is based on sorting
SPEA Well tested, to maintain diversity. Not nondominant solutions in an
clustering guaranteeing the preservation of external set. Clustering to cut off
the gran solutions the outer population.
Adaptability is based on Pareto
Preservation of strength (dominant solutions). The
SPEA-2 . Difficulty in calculating fitness density is based on the method of
boundary solutions . .
k-nearest neighbors. There is
elitism and external recruitment

IV. PROBLEM SOLUTION

To solve our problem A system for optimal
selection of deep network parameters is proposed
which contains the next components:

— chromosome formation component;

— component of multiobjective genetic algorithms;

— neural network learning component.

In Figure 3 an abbreviated scheme of the system
for optimal selection of deep network parameters is
shown. Of course, the genetic algorithms A,..., 4,
mean the multiobjective genetic algorithms in the
previous sections — VEGA, FFGA, NPGA, NSGA,
SPEA, SPEA-2.

1) Chromose formation component. Here we
form the first chromosome which has genes to store
the next parameters: the number of layers, the
number of neurons, the weigths.

2) Component of multiobjective  genetic
algorithms. Here we do calculations the first step of
our system — to use genetic algotihms (GAs) to get
chromoses for the next step. The algorithm is written
a bit below.

CHROMOSOME
FORMATION
COMPONENT

U A A

VEGA FFGA NPGA NSGA SPEA SPEA-2

Neural Network
Learning Component

v

Getting Results

Fig. 3. Abbreviated block diagram of the multiobjective
system for optimizing the configuration of neural
networks

3) Neural network learning component. It is a
component of the system that performs the stages of
learning the neural network. The scheme of the
component can be seen in Fig. 4.

4) The algorithm of choosing the optimal
multiobjective GA. The whole process of genetic
algorithms involved in the calculation subsystem
depends on the algorithms included in it. All these
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methods have their own specific system for
determining the optimal parameters — i.e. the values
of the genes of our chromosome).

CHROMOSOME
DECODING INTO
PARAMETERS

DOWNLOADING A
DATASET

DIVIDING THE DATASET
INTO TRAINING AND
TESTING DATA

DNNs GENERATION FOR
ALL PARAMETERS

SETTING UP
PARAMETERS OF DNNs

and a learning algorithm

NORMALIZATION

START OF LEARNING FOR
ALL DNNs

i

TESTING ALL DNNs

COMPARING ALL DNNs
BY ACCURACY AND
MODEL COMPLEXITY
CRITERIA

OPTIMAL DNN
CHOOSING AND STORING
OF OPTIMAL
PARAMETERS

Fig. 4. Scheme of the learning component of neural
networks

As a result, it is necessary to determine
specifically the optimal multiobjective GA (genetic
algorithm) for the selected type of problem. The
algorithm begins with the filling of the chromosome,
which structure we have already formed. Let R, be
the number of bits under the number of DNN layers,
R, be the number of bits under the number of
neurons in each layer, and R,, be the number of bits
responsible for the corresponding weights of
neurons from the layers.

Algorithm steps

1. The initialization of the chromosome which
stores the number of DNN layers, the number of
neurons, the weights and the allocation of discharges
for those genes.

2. Calculation of population size and number of
generations (based on the fact that these parameters
depend on chromosome size).

3. Initialization of chromosome formation, the
number of which is equal to the size of the
population and filling of genes of chromosomes with
random bits using a random number generator.

4. Population copying in N multiobjective
genetic algorithms.

5. For all genetic algorithms: Calculation of
chromosome fitness. If the evolution is not
complete, you need to go to the next step. Otherwise
— step 8.

6. All genetic algorithms have the following:
evolution with the help of GA operators (according

to a specific algorithm). The operators are operators
of selection, crossover, mutation.

7. All genetic algorithms have the following:
obtaining a new generation the size of a population.

8. End of evolution and obtaining optimal
parameters (number of layers, number of neurons for
all layers, corresponding weights) in the form of
chromosomes from all algorithms that go to the
training of models from which the best of the models
is selected. The learning process is shown in section
in Fig. 4.

V. RESULTS

For testing our system the basic MNIST [13] was
chosen.

TABLE II. RESULTS ON MNIST
Algorithm Accuracy
VEGA 98.53%
FFGA 99.17%
NPGA 99.18%
NSGA 99.07%
SPEA 99.05%
SPEA2 99.45%

At the same time we have the next optimal
parameters of our DNN model (Fig. 5).

Layer (type) Output Shape Param #
dense 27 (bense)  (None, 364)  2msrd0
batch_normalization_13 (Batc (MNone, 364) 1456
dropout_13 (Dropout) (None, 364) ]
dense_28 (Dense) (None, 52) 1898@
batch_normalization_14 (Batc (None, 52) 208
dropout_14 (Dropout) (None, 52) 2}
dense_29 (Dense) (None, 18) 539

Total params: 306,914
Trainable params: 386,082
Non-trainable params: 832

Fig. 5. Optimal parameters

If compare with TPOT Python package [14] then
we have 0.05% accuracy with less model
complexity.

The results of the system to reach

VI. CONCLUSIONS

The optimal choosing of paramaters for deep
neural network was considered.

Overview of genetic algorithms was given.

The system to solve the problem of choosing
optimal parameters was designed.

The effectiveness of the proposed system is
confirmed by results.
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O. I. Yymauenko, M. O. JIwbayenko. OnTumManbHuii BHOIp TFeHETHYHOr0 AJIrOPUTMY [JIsl HAJAINTYBAHHS
rJ1U00KHX HeHPOHHUX Mepex

PosrsinyTo mpoOiieMy HanamTyBaHHS TIMOOKUX HEWPOHHHUX MEpPEX 3 BHKOPHUCTAHHSIM TE€HETHYHHX aJTOPHTMIB.
3a3HayeHo nmpoOiieMy CTPYKTYPHO-IIApaMETPUYHOTO CHHTE3Y NMpHU HaJalTyBaHHS HEHpOHHHX Mepex. OCHOBHa MeTa
JIOCITI/DKEHHS] — HAJlAIITYBaTH TJIMOOKY HEHPOHHY MEpEeXy ONTUMANBHO JUIS PO3B’S3KY HAaralbHUX mpooOnemi. Tum
3amadi I sAKoi OyJe HaJallTOBYBATHUCS TNIMOOKAa HEHpPOHHA Mepexa — 3amada kiacugikamii. JlaHo kimacudikaliio
TEHETUYHUX AITOPUTMIB, SIKI BUKOPHCTOBYIOTHCS SIK 0Oa3ucC Ui HalAIITYyBaHHS MapaMeTpiB TITMOOKMX HEHpOHHHX
Mepex. 3arpornoHOBaHO CUCTEMY ONTHMAaJIBHOTO HAJAIITYBAHHS apaMeTpiB MNTMOOKNX HEHPOHHHUX MEpEX, J0 CKIaay
KOl BXOAWTH JABOCTyNEHeBHH airoput™m. Ha mnepmomy Kkpomi poOOTH anropuTMy BigOyBaeTbesi BHOIp
0araToKpUTepiaIbHOr0 TeHETUYHOIO AITOPUTMY 13 MHOXXMHHU MOXKJIMBHX (TC€HETHYHUH ANTOPUTM BEKTOPHOI OLIHKH,
reHetnuHuii anroputM @oHcekn Ta DrnemiHra, reHeTHYHHMH anroputMm llapero-ampokcuManii 3 HiIIEBaHHSIM,
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TEHETUYHHUI aJTOPUTM COPTYBaHHS O€3 JOMiHYBaHHs, T€HETHYHHMH aiaroputM cuiu [lapero, reHeTH4Huil anroputM
cunn Ilapero-2), skuil HallkpalluM 4YHHOM MiJIXOOWTh N0 33JaHOi HaBYajbHOi BHOipku. Ha apyromy kpori
PO3B’SI3YEThCS 3allada CTPYKTYPHO-NIAPAMETPUYHOTO CHHTE3Y HEHPOHHOI MEpeki 3a KpPUTEpiAIMH TOYHOCTI Ta
CKIagHOCTI. B pe3ynbrari HaBYaHHS 3HAXOTHCS 3HAYEHHS ITapaMeTpiB HEMPOHHOI Mepexi Taki sIK: KUIbKICTh IIapiB,
KUJIBKICTh HEHPOHIB B KOXKHOMY IIIapi, 3HaYeHHsS BaroBux KoediuieHTiB. [IpoBeneHoO MozentoBaHHS 3alpONOHOBAHOI
cucremu. [lpencraBieHo pe3ynbTaTH MOJAETIOBAHHS, IOPIBHSHHS pe3yJbTaTiB 3 aHAJOTIYHUMHU IPOrPaMHUMHU
nakeramu. OTpUMaHi pe3yinbTaTi MOKa3yIoTh PO MOXKIIMBOCTI IIMPOKOT'O BUKOPUCTAHHSI.

Karwu4ogi ciioBa: OaraTokputepialnbHUA T€HETUUHUHA aITOPUTM; HEHPOHHA Mepexa INTMO0KOro HaBYaHHS; CTPYKTYpPHO-
rapaMeTpUYHUN CHHTE3; ONTHMAIBHUNA BUOIp.
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E. . Yymauenko, H. A. Jlro6avyenko. ONTUMANBHBINA BBIOOP TeHETHYECKOr0 AJIrOPUTMA IS HACTPOWKM
r1y0OKMX HEHPOHHBIX ceTel

Paccmotpena mpoOnema HacTpoiku TIyOOKMX HEHPOHHBIX CETeH C HWCIOJIb30BAHHEM TI'€HETHYECKHX aJrOpPUTMOB.
VYkazaHo mpobiieMy CTPYKTYpPHO-IIAPaMETPHUYCCKOrO CHHTE3a IPH HACTPOiKe HEWpOHHBIX cereil. OCHOBHAs IIENTb
UCCIIEIOBAaHHSI — HACTPOUTD TIIYOOKYI0 HEHPOHHYIO CETh ONTUMAIIBHO JUISl PEIIeHUs] HACYIIHBIX npobieM. Tunzanaun
JUIE KOTOpOH OyIeT HacTpauBaThCs TIIyOOKas HEHpOHHas ceTh — 3ajada kiaccudukanuu. JlaHa kimaccudukaums
TEHETUYECKUX allTOPUTMOB, KOTOPBIE HCIIONB3YIOTCS Kak 0a3uc JJIsl HACTPOMKH MapameTpoB TITyOOKMX HEWPOHHBIX
cereil. [IpeanoxxeHa cucrema ONTUMAalbHOW HACTPOWKH MapaMeTPOB IIyOOKHWX HEHPOHHBIX CETEH, B COCTAB KOTOPOH
BXOJIUT JIBYXCTYIIEHYATHIH anroput™. Ha nepBom artane paboThl alropiuT™Ma MPOUCXOIUT BEIOOP MHOTOKPUTEPUAITEHOTO
TEHETUYECKOr0 aITOPUTMA M3 MHOXKECTBA BO3MOXKHBIX (TC€HETHYECKUI aJITOPUTM BEKTOPHOI OIEHKU, T€HETHYECKUI
anroput™ ®oncexku u daemMuHra, reHeTudeckui anroput™ [lapero-annpokcuManuy ¢ HUIIEPOBAHUEM, T€HETHYECKUI
aITOPUTM COPTHUPOBKH 0€3 JTOMUHHPOBAHUS, TEHETHUECKUH alropuTM cuiibl [1apero, TeHeTHYECKHH alropuTM CHUITBI
[Mapero-2), KOTOpBIN HamIydIIUM 00pa3oM MOAXOAMT K 3aJlaHHOW oOyuarolei BeiOopke. Ha BTOpoM miare permaercs
3a/1a4ya CTPYKTypHO-IIapaMEeTPHUYECKOr0 CHHTE3a HEUPOHHOM CETH 10 KPUTEPUSAM TOUHOCTH U CIIOKHOCTHU. B pe3ynbrare
00y4eHUsI HaXOAATCS 3HAUEHHUS TapaMeTPOB HEMPOHHOW CETH TaKHe KaK: KOJIMYECTBO CJIOEB, KOJMYECTBO HEHPOHOB B
KaXJIOM CJIOe, 3HAaueHUs BecOBhIX Kod(h¢uuuentoB. IIpoBeneHO MoIenMpOBaHUE IPEIUIOKEHHONH CHUCTEMBI.
[IpencraBneHsl pe3yabTaThl MOJAEIMPOBAHUS, CPAaBHEHUE PE3YAbTATOB C AHAJIOTMYHBIMU NMPOTPAMMHBIMH NaKeTaMH.
[Tony4yeHHbIe pe3ynbTaThl MOKA3bIBAIOT O BO3MOKHOCTH IITMPOKOI0 UCIOIB30BAHNU.

KnroueBble cj10Ba: MHOTOKPUTEPHANBHBI T€HETHYECKUI aNropuTM; HEHWpOHHas CceTh IIIyOOKOro oOy4eHus;
CTPYKTYpHO-NIApaMETPUYECKHI CHHTE3; ONTUMANIBHBII BBIOOD.
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