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Abstract—It is considered the problem of structural-parametric synthesis of a hybrid neural networks
based on the use of Group Method of Data Handling neural network. Hybridization is achieved through
the use of various neurons: classical, nonlinearAdaline, R-neuron, W-neuron, Wavelet-neuron. The
problem of structural-parametric synthesis of hybrid neural network consists in the optimal choice of the
number of layers, the number of neurons in the layers, the order of alternation of layers with different
neurons. As an example it is considered the forecast problem solution with help of hybrid neural networks
based on the data of the COVID-19 pandemic, collected by Johns Hopkins University. A MAPE criterion

was used for quality assessment.
IndexTerms—Hybrid neural network;
I INTRODUCTION

The need to forecast the time series arises in
cases where it is necessary to make decisions based
on accumulated data on the system behavior: it can
be the control which has inertia, analysis of financial
markets for effective investment of money, of a
complex apparatus with inertia, making decision
under managing an enterprise or business that
depends, for example, from the expected profit, etc.

One such case it can be seen now. Due to the
COVID-19 pandemic, the power of Ukraine and
other countries are forced to decide about reduction
or introduction the quarantine measures of epidemic
containment. The decision in these cases is made
taking into account the dynamics of the spread of the
virus. Correct forecast of morbidity, mortality and
economic indicators that depend on quarantine
restrictions can help make the best decision. The
lives and material wealth of millions of people
depend on the quality of forecasts, so it is difficult to
overestimate the relevance of this problem. One of
the ways to solve the problem of forecast is the use
of artificial neural networks, especially hybrid neural
networks (HNN) [1].

A hybrid neural network is a network consisting
of several neurons or neural networks that have
different properties or solve different problems. The
combination of such topologies in a certain order can
lead not only to a combination of their advantages,
but also to the effect of synergy, i.e. obtaining new
useful properties. Structural-parametric synthesis of
HNN in this case includes not only the selection of
the number of network layers and the number of

structural-parametric  synthesis;

forecast of time series.

neurons, but also the sequence of network
architectures or combinations of neurons of different
types within one architecture [3].

II. PROBLEM STATEMENT

To solve the structural-parametric synthesis of
HNN, it is first necessary to determine which
artificial networks and neurons can be used to
construct the hybrid network.

The paper proposes to use one of the known
topologies of neural networks and to saturate it with
neurons of different types [2], [4] — [6].

The problem of structural-parametric synthesis of
HNN is posed, which consists in optimal choice of
basic neural network topology, number of layers,
number of neurons in the layers, order of layers
alternation with neurons of different types [3].

III. PROBLEM SOLUTION

It is proposed to choose a multilayer evolutionary
Group Method of Data Handling (GMDH) neural
network for its saturation with neurons of different
types during training [4], [5]. The selection of
neurons for each layer will be made automatically
by an algorithm based on the criterion of minimum
error. It's developed an algorithm for constructing an
input sample and an updated algorithm for the
synthesis and training of a hybrid GMDH neural
network to forecast the time series.

The following types of neurons will be used for
HNN synthesis: classical neuron, nonlinear adaline,
R-neuron, W-neuron, wavelet-neuron [6].

Each neuron node in the GMDH network has two
inputs. The size of the input window, consisting of a
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known sequence of time series can be adjusted. The
larger the size of the data window fed to the input of
the network — the better the prediction, but the
computational cost of the network learning
increases, because it is necessary to increase the
number of neurons in the input layer. After the
formation of the first layer and the initialization of
all variables, the first layer is learnt separately
according to the training procedure of layer neurons-
nodes. After training the first layer, it's selected the n
best neurons. In this case, n does not exceed the
dimension of the input vector. After selection of the

best neurons the new layer having C; neurons is

formed. It is necessary to freeze the weights and
parameters of the first layer and train the second
layer. After training the second layer, we select the
best neurons that suply a prediction error less than
the best neuron in the previous layer, but not more
than n — 1 neurons. Repeat the procedure until we
can't form a new layer. Then the output of the last
layer will be considered the output of the system,
and its error — a system error.

In order to simplify the process of structural
synthesis of the system and obtain new properties of
the model due to hybridity, it is proposed to
supplement the above algorithm for constructing an
evolutionary GMDH-network by the best type of
neurons choice for each layer. That is, to saturate the
hybrid GMDH-network with neurons of different
types.

To do this, at each iteration of network learning,
it is necessary to train several sets of different types
neurons. The same input data vector must be applied
to the input of each set. After adjusting the network
weights, it is necessary to determine the root mean
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Fig. 1.

square error for each of the sets of neurons and
select the type of neurons which supply the least root
mean square error. After that, it is necessary to
discard all sets of neurons, except that it has the least
standard error. Next, from the selected neurons it is
necessary to choose the best neurons according to
the classical algorithm of GMDH and finally form a
network layer. The rest of the model is built
according to the classical algorithm of GMDH.

With the use of such an algorithm, the need for
an expert to decide which neurons will be included
in the model disappears and it is possible to obtain
new properties and improve the initial accuracy due
to the hybridity of the model.

IV. SOFTWARE DEVELOPMENT

A.  Software structure

The developed application consists of five
subroutines.

1) Subroutine of data extraction and division of
the training sample.

2) Subroutine
transformation.

3) Subroutine of network input vectors formation.

4) Subroutine of artificial neural network training
and synthesis.

5) Subroutine of forecast accuracy check.

All routines except the first can be used for any
data set. The first subroutine works directly with
data from the source. For the control case, the data
on the course of the COVID-19 pandemic, collected
by Johns Hopkins University, was used.

of data  processing and

B.  Reference example

Example of a report of Johns Hopkins University
database is represented in a screenshot (Fig. 1).
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The
namely:

— data from different countries were divided.
Data from the USA, China, Italy and Ukraine were
selected for the experiments;

— separate tables were created for each of the
countries, where each row contains information
about a certain day;

— added columns with the number of new
deaths, new confirmed cases of COVID-19, new
recoveries only for this day;

— added a column with the number of active
patients as of the current day — added a column with
the relative mortality rate, calculated as:

data was downloaded and processed,

d - perc = new deaths per day

number of active sick persons per day’
(D

— similarly added the percentage increase in
new cases and recovered.

At the time of the start of the experiments,
77 days of epidemic surveillance statistics were
available for China.

For submission to the model, the data were
normalized, and the days when the data were
missing were replaced by the average value between
the previous and next day. For China, where the
epidemic is over, we will chart the active cases of
COVID-19 to visually assess the quality of the data
(Fig. 2).

The data is visually similar to the normal
distribution, but it is clear that at the beginning of
the epidemic the quality of reporting was slightly
worse, which can not but affect the quality of

prediction. We predict different parameters with
different types of neurons and in different modes.

Compared to data from China, reporting from
Italy and the United States has fewer data gaps and
better reporting accuracy. The worst quality of
morbidity data from Ukraine.

° chinese_data[month][4]

> {'Active': 2267,
'Confirmed': 82543,
'Death': 3330,
'Recovered': 76946,
'c_new': 32,
'c_perc': 0.0141155712395236,
'd_new': 4,
'd_perc': 0.00176444640494045,
'r_ new': 186,
'r perc': 0.08204675782973092}

Fig. 2. Example of processed data on the epidemic in
China in one day

The purpose of the experiment is to determine
the quality of forecast for different parameters of the
data window and the depth of prediction and the
effectiveness of different types of neurons for the
task.

The results of the experiment to predict the time
series obtained from the data using the GMDH
model are represented in Table I. When building and
learning models, the parameters of the model
window (the size of the input sample, which
corresponds to the time series and affects the
number of neurons in the first layer of the network),
the depth of prediction (how many days before we
predict a certain series) and the types of neurons
model are changed (Figs 3 and 4).
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Fig. 4. Graph of relative mortality from Covid-19 in China

TABLE L. RESULTS OF EXPERIMENTS FOR PREDICTION OF PANDEMIC PARAMETERS BY THE CLASSICAL
GMDH-NETWORK
No.| Country Data type Window | Depth of forecast | Error MAE Type of neurons
. Relative percentage
1 China | . . : 5 3 0.0006 O-neuron
increase in mortality
2 | China | Relativepercentage 5 3 0.00098 | W-neuron
increase in mortality
3| China | Relative percentage 5 3 0.00081 | R-neuron
increase in mortality
4 | China | Relative percentage 5 3 0.00064 | Usual
increase in mortality
5 | China Relatlve percentage 5 3 0.00091 Wavelet-neuron
increase in mortality
6 | China | Relative percentage 10 1 0.00051 O-neuron
increase in mortality
7 | China | Relative percentage 10 6 0.00056 | O-neuron
increase in mortality

The models were trained to predict the time
series formed from the relative percentage mortality
values for each day of the pandemic, calculated by
formula (1).

A MAPE error was determined for quality
assessment. This prediction quality assessment takes
into account only the absolute value of the error
because the absolute values of the predictions are
very close to zero.

As can be seen from Table I, the increase in the
data window has a positive effect on accuracy, but
within the available resources does not critically
affect the final result. On the contrary, the greater
the depth of prediction, the lower the accuracy of
prediction. The O-neuron coped best with the task,
the worst — WW-neuron (Fig. 5).

Of interest, of course, is the ability to predict
future morbidity or mortality rates from available

data in one country. However, a person can cope
with such a task quite well. Graphs are very similar
to normal or exponential.

It is more useful to predict the course of an
epidemic that is just beginning in one country based
on data from another country where the epidemic has
already ended or is almost over. Italy and China are
well suited for the role of such countries. The Covid-
19 epidemic at the time of the experiment in China
was over, while in Italy it was in full swing. In
addition, these countries have different absolute
values of morbidity and mortality rates. Thus, the
purpose of the experiment is to understand whether a
model on the data of one country is able to capture
the parameters of the mortality distribution to make a
successful prediction on the data of another country.
The experiment used data on the absolute values of
deaths per day. The model was constructed using
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QO-neurons (Fig. 6). Since the predicted values are
much larger than zero, the MARE accuracy criterion
was used — the relative average value of the error.

an—im‘
Z(1)

1 N
MAPE =—
v

100%. ©)

t=1

2000 000

B0

where Z(t) is the actual value of Z at time #; Z is
forecast value of Z at time ¢ obtained at the previous
time; NV is the the number of moments (intervals) of
time by which the forecast accuracy is estimated.

As can be seen from the table of results, the
model, although with some loss of accuracy, was able
to successfully apply the patterns learnt from Chinese
data to predict the course of the epidemic in Italy.

14000

Fig. 5. Results of forecast of NN with wavelet neurons, according to the parameters of window 5 and the depth
of prediction 3 to predict the relative mortality in China from Covid-19

From the results (see Table I) it can be seen that
to predict time series of different nature and
character the neurons can show better or worse
results of accuracy relative to each other. Without
additional data on the nature of the simulated
process, it is impossible to say without experiments
which of the neurons is better to use in a particular
case. Therefore, the question of network synthesis
and selection of neurons for a specific task remains
relevant.

We test the proposed algorithm for the synthesis
of the hybrid architecture of the GMDH network.
The model will be trained to predict mortality from
coronavirus COVID-19 in China for the period from
January 1 to April 12, 2020. It is expected that the

algorithm will automatically select the network
architecture and types of neurons best suited for the
task, and the resulting model will have an accuracy
no worse than the classical GMDH model using a
neuron of the same type as nodes of all layers
(Table IT) network architecture.

The resulting architecture is slightly more
efficient than the architecture built with a single
neuron (Table I), but more importantly, completely
removed from the human expert the need to
determine the most efficient type of neurons and
their sequence in the synthesis of a hybrid network
to solve the problem of time series forecast. which is
obtained by observing processes that have unknown
internal dependencies.

TABLE II. EXPERIMENTS OF PANDEMIC PARAMETERS FORECAST IN ITALY BY THE CLASSIC GMDH NETWORK
WITH TRAINING ON DATA FROM CHINA
No.| Country Data type Window | Depth of forecast | MAPE Error, % | Type of neuron
China New ones died in a day 10 1 27.1 O-neuron
2 | China New ones died in a day 10 4 30.2 O-neuron
China New ones died in a day 10 4 35.3 O-neuron
TABLEIII.  ACCURACY ANALYSIS OF HYBRID GMDH —MODEL WITH DIFFERENT NEURONS
No. layer Neuron type Window Depth of forecast MAPE Error, %
R-neuron 10 4 30.7
2 O-neuron 10 4 28.2
O-neuron 10 4 26.5
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<matplotlib.legend.Legend at 0x7f8aBldi6ell>
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Fig. 6. The model is formed of O-neurons, trained on data from China to forecast absolute mortality in Italy
from Covid-19

V. CONCLUSION

The developed software application allows to
synthesize and train GMDH models in different
modes and with variable training parameters without
interfering with the program code, but with the help
of a graphical user interface.

The description of the graphical interface, input
and output data of the program and the structure of
subroutines are given.

Testing the application on a set of artificial and
real data demonstrated the correctness of the
synthesis and training of GMDH models and
allowed to test the effectiveness of different
neuronal topologies as a node of the GMDH
network to solve the problem of time series
prediction.

Testing of the proposed algorithm for the
synthesis of a hybrid network of GMDH showed
that the algorithm is able to facilitate the process of
architecture synthesis for the human expert without
loss of accuracy.
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O. I. Yymauenko, A. T. Kor, I'. €. Manapenko. Ajqroput™m nodyaosu riopuaaoi MI'Y A HeiipoHHOI Mepe:xi A
TMPOTrHO3yBaHHS YaCOBUX PsiB

Po3risinyTo mpobieMy CTpyKTYpHO-ITapaMETPHUYHOTO0 CHHTE3Y TiOpHAHUX HEHPOHHHX MEpPEX Ha OCHOBI BUKOPHUCTAHHS
TPYIIOBOIO METOAY OOpOOKH JaHWX HEHPOHHOI Mepexi. [10puam3altisi ToCATaeEThCs 3a PAXYHOK BUKOPUCTAHHS PI3HHUX
HEHPOHIB: KJIACHYHOr0, HemiHilHOroAnaminy, R-Heifipona, W-Heiipona, Beiirnera-uelipona. [Ipobiema cTpykTypHO-
MapaMETPUYHOI0 CHHTE3Y TiOPHIHOI HEHPOHHOI MEPEXi IMOJIATAaE B ONTUMAIBHOMY BUOOPI KUTBKOCTI IApiB, KUTBKOCTI
HEWpOHIB y IIapax, MOpsAKY YepryBaHHS LIApiB 3 Pi3HUMH HeWpoHaMU. Sk MpUKIan po3riisgacThCs MPOTHO3YBaHHS
pilieHHs1 MpoOIeMH 3a JOMOMOTOI0 TiOpHAHMX HEWPOHHUX Mepex Ha ocHOBi nanux nanaemii COVID-19, 3i6panux
yHiBepcuteToM [IxoHa XorkiHca. J{J1st OliHFOBaHHS SIKOCTI BUKOpHCTOBYBaBcs kputepii MAPE.

Koarou4osi ciioBa: riOpuiHa HeHpoOHHA MepeXka; CTPYKTYPHO-TIapaMeTPHYHUI CHHTE3; TPo0IeMa ONTHUMI3aIlii.
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E. U. Yymauenko, A. T. Kot, A. E. Manapenko. Anroputm nocrpoenusi ruopuanoii MI'Y A HeiiponHo# ceTu Ans
NMPOrHO3UPOBAHUS BPeMEHHBIX PS10B

PaccmoTpena mpoOnema CTPYKTYpHO-IIApaMETPUUECKOTO CHHTE3a THUOPHUIHBIX HEHPOHHBIX CeTeil Ha OCHOBE
WCIIOJIb30BaHUs TPYIIIOBOr0 MeToia oOpabOTKM JaHHBIX HEHpPOHHOM ceTH. [ MOpumu3amus IOCTUTAeTcst 3a Cyer
HCIIOJIB30BAaHUS Pa3/IMUHBIX HEHPOHOB: KIACCHYECKUX, HENMHEWHBIX, IIENOUHBIX, R-HelpoHOB, W-HelpoHOB, BelBeT-
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