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Abstract—This article deals with the problems of automated design of the inertially stabilized platforms
with installed aviation equipment. The computing facilities of developing automated procedures are
analysed. The features of using genetic algorithms for solving the above stated problem are given. The
optimization programs in MatLab system are developed. The developed procedures are approved based
on MatLab simulation. The proposed approach is accompanied with the concrete example and
appropriate simulation results. The obtained results can be useful for unmanned aerial vehicles and
aircraft of special aviation with installed aviation equipment.

Index Terms—Automation; computing facilities; inertially stabilized platforms; genetic algorithm;

robust control; structural synthesis.
I. INTRODUCTION

The motivation of the article is to fill gaps in
approaches to automation of inertially stabilized
platforms with installed aviation equipment at the
early phases of development. Design of such
systems is accompanied by complex calculations
and transformations. This requires expert
assessments, decision-making, and optimization
methods, for example, genetic algorithms.

Now, the inertially stabilized platforms are
widely used to stabilize and point sensors, cameras,
antennas and weapon systems operated at vehicles of
the different type [1]. The further progress of the
above-listed equipment is impossible without
stabilization of a base, at which it is mounted. This
proves the topicality of researching features of
inertially stabilized platforms technologies. The
aviation equipment is operated in conditions of
aerodynamic disturbances. Moreover, operating
platforms with sufficient mass and dimensions is
accompanied by changing parameters (especially of
the inertia of moment). This can lead to losses of
control not to mention about requirements to
accuracy. It is expedient to solve the problem of
stabilized platforms design using principles of robust
control. It should be noticed that early phases of
robust systems development require automation of
controller synthesis due to complexity of appropriate
calculating procedures.

There are two important problems of stabilized
platforms development such as modernization and
designing new perspective systems. The first
problem can be solved by the parametrical
optimization. The second problem can be solved
using the structural synthesis. Choice of the method
of the structural synthesis depends on features of the

designed system and operating conditions.
Designing inertially stabilized platforms with
installed equipment, it is necessary to take into
consideration two factors. In the first place, some
parameters of the stabilized platforms vary in the
wide range during their operation. In the second
place, the researched systems operate in the difficult
conditions of the external (coordinate) disturbances
caused by the external environment.

Creation of the modern inertially stabilized
platforms can be implemented by means of MatLab
software including special toolboxes for the
automated optimal design of the control systems [2].

II. REVIEW

The large quantity of papers and books, for main
directions of the design of inertially stabilized
platforms are given in [1]. The problems of robust
control are not mentioned in this publication
although robustness is very important for aviation
inertially stabilized platforms, which function in
difficult conditions of real operation. The features of
the design of aviation robust automated stabilization
system depend significantly on the type of the
researched vehicle.

It should be noticed that principles of the
designing control systems differ significantly for
such objects as moving vehicles and inertially
stabilized platforms with the installed equipment of
the different type. Researches represented in [3],
deal with the design of aviation robust platforms
with observation equipment. The proposed article
improves and represents in details approaches to
automation of designing robust inertially stabilized
platforms with equipment. Basic concepts of
computer-aided design of robust stabilized platforms
are given in [4].

©National Aviation University, 2020
http://ecs.in.ua



70 ISSN 1990-5548 Electronics and Control Systems 2020. N1(63): 69-75

III.PROBLEM STATEMENT

Automation of any complex systems includes
solving the following basic tasks [5]:

1) forming the appearance of the system;

2) choice of the functional scheme;

3) choice of the structural scheme and basic
technical facilities;

4) choice of the computing device;

5) choice of basic principles of development of
system functioning algorithm;

6) design of the controller with definite
properties, for example, the robust controller.

Usually, the problem of forming the appearance
of the system is based on researcher experience and
previous analogue developed systems. The problem
statement of computer-aided design can be
formulated as achieving a compromise between
ergonomic indices and cost expenses

max E(X),XeD,,

D, ={X|C(X)<C,..}. L

where E(X) is the objective function of the
ergonomic indices; X is the vector of design
parameters; D, is the region of permissible values;

C(X) is the function of the cost constraints.

During the choice of the functional scheme, it is
convenient to consider basic functions necessary for
system operation and additional functions able to
widen functional possibilities of a system in the
future. The basic compromise is between the
quantity of carried out functions and mass and
dimension losses necessary for their implementation.
The formalized problem statement becomes

min[C(f))+C(f,).f, e F . f, e F,,,

Dxl :{f] |V(f1)<Vper1}: )
Dx2 :{fz |V(f2)<l/per2}ﬁ

where f, are basic functions; f, are additional

functions directed on perspective developments;
C(f,),C(,) are loss functions; V(f)),V(f,) are
mass and dimension constraints.

The formalized problem statement of the
structural scheme choice can be implemented in
direction to provide the maximum reliability under
conditions of fulfilment of constraints imposed on
design parameters including mass and dimensions
losses. This problem can be represented in the form

maxP(X)=ﬁP(xi)=XEDx’ (3)
D, = {X| V(;)]< Viee AMX) S A},

er >

where P(X) is the objective function of reliability;

V(X), A(X) are constraints on mass and
dimensions, and accuracy.
The formalized problem statement of a

computing instrument can be stated as the problem
of achieving minimum permissible operation of
speed under conditions of constraints on memory
capacity and cost expenses

min A{(X), XeD,,
Dx:{X|VROM(X)ZI/p VRAM(X)ZI/per’CSCper}D
“4)
is the objective function on the
speed; Vo (X), Veau (X), C
constraints on memory capacity and cost.

The problem of computer-aided design of
functional algorithms can be stated as the problem of
decrease of operation of the speed of functional
algorithms with the goal to free time for
implementation of additional algorithms such as
operating tests and checks:

minA#(X), XeD,_,
Dx = {X‘ VROM (X) 2 Vper’ (5)
Vean (X) 2V, AX) <A 3,

er >

where A#(X)

operation of are

er 2

where At(X) is the objective function on a speed of
operation of basic algorithms of system functioning;
Veou (X); Vean (X), A, are constraints on memory

capacity and condition of accuracy requirements
fulfilment.

The problems (1) — (5) provide solving the general
problems of computer-aided design, which can be
considered as a necessary operation for computer-
aided design of a complex system of the wide class.

The specific feature of the modern control
systems is the necessity to carry out a great quantity
of complex transformations and -calculations. It
should be noted that solving this problem requires
automation of design procedures. These elements
provide expert assessments, decision-making, and
analysis of obtained results.

IV. OPTIMIZATION METHODS

Design of robust systems requires complex
calculations and transformations of matrix transfer
functions. It should be noted that MatLab system is
one of the most important as it includes special
toolboxes directed to the implementation of
procedures for the design of robust systems. Control
System Toolbox is assigned for modeling, analysis,
and synthesis of control systems of the wide class.
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Advantages of this toolbox are the possibility to use
both traditional frequency methods and methods of
the modern control theory. Control System Toolbox
includes a great number of program realizations of
algorithms for control systems analysis and
synthesis. Optimization Toolbox provides the
possibility to choose an optimization method taking
into consideration the features of the concrete
optimization problem. As a rule, robust synthesis of
control systems it is convenient to implement on the
basis of the simplex Nelder—Mead method or the
genetic algorithm. Namely, genetic algorithms can
be used in automated design procedures of the
automated design. It should be noted that the
powerful instrument of robust systems development
is Robust Control Toolbox, which provides complex
calculations and transformations necessary for
parametrical optimization and structural synthesis on
the basis of H,, H_-norms. For analysis of the

synthesized system, it is necessary to use models
taking into consideration nonlinearities inherent to
real systems. MatLab environment has wide
possibilities for the development of such models
using Simulink Toolbox.

One of the important stages of the robust
system’s design is the choice of the optimization
method. The most widespread optimization methods
are searching by the method of the gold section,
method of the quadratic approximation, Nelder—
Mead method, method of the quickest descent,
Newton method, conjugate gradient method, model
hardening method, and genetic algorithm [6]. The
method of the gold section is used for minimization
in limits of some given interval under the condition
of the objective unimodal function. The basic feature
of the method of quadratic approximation is the
approximation of an objective function by the
quadratic function. The Nelder-Mead method is
used for minimization of a multi-variable objective
function when methods of the gold section and
quadratic approximation cannot be used.

In the general case, it is necessary to change
initial conditions and to determine the global
minimum among all local minima. Such a situation
requires using automated design procedures, which
can be developed on the basis of the genetic
algorithm. It represents a method of the controlled
search based on modeling of evolution-selection
processes in direction of survival the best individual.
Genetic operators deal with population individuals
during some generations with the goal of the best
improving. Individuals from the possible solutions
can be considered as chromosomes and are
represented as a string of binary codes. The genetic

algorithm allows determining a global minimum
even in the case when the objective function has
some extremes including maxima and minima.

The problem of optimal design of any system is
characterized by limits on design parameters. The
most widespread approaches to determination of
such limits are Lagrange multiplier method and
method of penalty functions. The more practical
importance has the method of penalty functions.
This method can be applied for many optimization
problems including bounds in the form of both
equalities and inequalities. This method is effective
for optimization problems with fuzzy and free
constraints. The method of penalty functions is
implemented in two stages. The first stage includes
the determination of the new objective function with
components, which take big values if the given
constraints are not satisfied. At the same time, the
objective function is not changed if the given
constraints are true during the optimization process.
The second stage minimizes a new objective
function by means of the optimization method,
which is used for solving optimization problems
without bounds.

V. RESULTS OF DESIGN

The procedure of genetic algorithm consists of
next steps [7].

1) It is necessary to create the initial population
of individuals of size m (m < N), where N is a
dimension, in search space E". The initial
population is usually created in a random way in a
symbol form.

2) Then each coordinate of the ith vector

X, =[x, x, .. x], iclu is
from the symbol into decimal form and the fitness

transformed

function for each coordinate point f;(X;), i€ 0,
is calculated.

3) After that, it is necessary to estimate the
population on degeneracy. The population
degeneracy is determined as a difference between

max-+

fitness function maximum f and minimum

™, If the condition

‘fmaer _fmi", ‘ < e,

is satisfied (e is a sufficiently small number) the
population degenerates into the point corresponding
to problem solving. Otherwise, the next step is
carried out.

4) Here we delete the least adapted individuals
taking into account their fitness function value,
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where c is elimination coefficient (usually it equals
0.1). The rest (1—p)u individuals compose the new

parental group that is used for descendant generation
(new coordinate points).

5) From the parental group, we select
equiprobable individuals for parental couples, to
which correspondingly the genetic operators are
applied. As a result of genetic operations, we obtain
descendants (new coordinate points). Obtained
descendants are set in the initial population and they
are valued at fitness function.

6) The algorithm goes to 3rd step beginning a
new evolution stage.

The genetic algorithms search the global extreme
on the basis of the probabilistic approach. Therefore
it is expedient not to talk about a global extreme but
about the best-achieved solution in the accepted
search range. The success in genetic algorithm
procedure is provided first of all with the collective
search idea, i.e. the search provided by means of
population of searching points and genetic operators
taken from nature. The genetic operators affecting
with some probability on parental chromosomes
provide from the one side the information transfer to
descendants about population state and from the
other side — support the sufficient level of
changeability, this factor retains the algorithm’s
searching ability. The genetic algorithms searching
ability to a considerable extent depends on the
population size. It is obvious that the bigger
population size is the higher approximation
probability to the searched global extreme is.
However, in practice, the population size is bounded
by computer technology opportunities and keeps in
range 10 ... 500 individuals [8].

One of genetic algorithms important peculiarities
is that no one of genetic operators (crossover,
mutation, inversion) during generation process relies
on information about local relief of fitness function
surface [8]. The descendant formation happens in a
random manner and there is no guarantee that the
found solutions will be better than the parental ones.
Therefore, during the evolution process, one can
meet the “unsuccessful” descendants which extent
the fitness function call number and thereby the
global extreme search time. In fact, the genetic
algorithms have mainly the particularized application
in neural network technologies for multi-parametric
problems solution. However, development of the
simple superficial conception genetic algorithms
requires considerable efforts in order to adapt them to
a certain problem. First of all, adaptation is required
in genetic operator application probability.

In control system problems intended to regulate
deterministic disturbances as one takes an integral

performance criterion as a fitness function,
calculated at a transient process time interval and
requiring a considerable calculation capacity. For
such problems, one makes strict requirements to a
genetic algorithm concerning the fitness function
call numbers. Taking into account the above-
mentioned supposition, one proposes the genetic
algorithm modification for universal application to
problems having comparatively small dimensions.
The modified genetic algorithm retains genetic
qualities of static searching points of population
selection. In order to exclude unsuccessful
descendants there realized the local extremes regular
search procedure with the usage of deformable
polyhedron operators.

Checking of efficiency of two methods can be
done using the MatLab environment. The program is
composed of a few files. One of them is fitness
function, which includes the design of the
stabilization system. The system is complex enough,
so the general system is created using MatLab
functions append and connect. During the
optimization process the objective and penalty
functions are formed, the weighting transfer
functions are determined, and compute H>- and H,-
norms. We use these calculations in order to evaluate
the complex “performance — robustness” criterion,
that is the very fitness function, which is the sum of
all these factors and norms. Next step we do is
controller optimization using the Nelder-Mead
method. In MatLab the Nelder-Mead method is used
inside fminsearch function, which takes as arguments
the fitness function and the start point, from which
the search begins. So, here we take as a start point
the vector with initial values. After running the code
we obtain a set of PID-controller parameters such as
k1 =0.2986; k2 = 0.0802; £3 = 0.3024.

Now, we will consider the parametric
optimization by means of a genetic algorithm [9].
Unlike the Nelder-Mead method, where we should
set the starting point, in genetic algorithm, one
should set a number of variables and the initial and
final values of the variable. The genetic algorithm
also has other parameters, which are intended to
modify it for a certain problem. Doing the
optimization with the help of genetic algorithm it is
expedient to mention that this algorithm is universal,
as it does not impose constraints for fitness function
type. In addition, it gives us an opportunity to
perform the repeating procedures. Otherwise, there
are such situations, when one should terminate the
algorithm because of such reasons as the
achievement of a certain number of populations; the
evolution time expiration; the population
convergence. First two criteria depend on the
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automated design

of carrying out

Results
procedures for the two-degrees-of-freedom system

with the synthesized H_-controller for the nominal

make the change into algorithm result during a few
and disturbed systems are represented in Figs 1-3 [10].

populations.

the

satisfies

and sometimes there occurs a
of populations

situation, when the algorithm cannot find the
function extreme or when the result obtained after

number
requirement. Under the population convergence, one
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means that neither crossover nor mutation operations
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Consider results of design based on the example
of the two-degrees-of-freedom robust inertially
stabilized platform. Choice of the weighting transfer
functions is one of the most complex steps of the
design procedure. It is requires decision-making,
complex  calculations, transformations, and
respectively automation. To form the augmented
stabilization plant Gs, the following transfer
functions were used

Gs=W,GWw,,
0.15
where W, =1, W,=W W.W,, here W = ;
pees P01s+1
Wa=100'4s+24'76;W 1
§+25.17 ¢

As a result of the developed H_ -synthesis
procedure execution the optimal H_ -controller for

the robust two-degrees-of-freedom system has been
obtained. This process is characterized by the
parameter y=0.1426. After maximally possible

reduction of the obtained controller (from 10th order
to 7th respectively) the structure and parameters of
the controller can be described by the following
quadruple of matrices in the state space.

VI. CONCLUSIONS

The basic principles of the automated approach to
design of inertially stabilized platforms for moving
vehicles are given.

The most important tasks of design process are
described. The basic optimization methods are
analysed. The optimization procedure based on the
genetic algorithm was developed.

The proposed approach allows decreasing the
design time and improving quality of design systems
due to automation of complex and labour-
intensiveness calculations and transformations.
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Po3po0bieno mporpamu ontuMisartii B cuctemi MatLab. Po3po0iieni nporeaypu anmpoOoBaHi Ha OCHOBI MOJICITIOBAHHS B
MatLab. 3amnpomoHOBaHMN MiAXiJ CYIPOBOUKYETHCA KOHKPETHHM TPHKIAIOM 1 pe3yiIbTaTaMd MOJICTIOBAHHS.
OtpuMaHi pe3ynbTaTH MOXYTh OyTH KOPHCHI Ui OC3MUIOTHUX JIITAJIBHUX amapatiB i1 JITAKIB CICMiaabHOI aBiarii 3
BCTaHORBJICHUM aBialliiHUM 00JIaTHAHHSM.

KarwudoBi cioBa: aBromaTHzanmis; OOYHCIIOBaJIbHI 3acoOW; iHepIiaibHi cTalimi3oBaHi IUIATPOPMHU; TEHETHYHUH
aJITOPUTM; POOACTHE KePYBaHHS, CTPYKTYPHUIN CHHTES.
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0. A. CymeHko. ABTOMATH3aIldsi PAHHUX JTANOB MPOCKTHPOBAHHS HHEPUHHAIBHBIX CTAGHIM3HPOBAHHBIX
miaatgopm

B omamHOW cTaThe pacCMaTPUBAIOTCA MPOOJEMBI aBTOMATU3UPOBAHHOTO IMPOCKTUPOBAHMS HMHEPIHAIBHBIX
CTaOWIM3HPOBAHHBIX  IUIATGOPM C  YCTAHOBJIICHHBIM  aBHAIMOHHBIM  00OpymoBaHueM. [IpoaHaTu3upOBaHbI
BBIYMCIIUTEbHBIE CPEACTBA Pa3pabOTKM aBTOMAaTH3MPOBAHHBIX mporenyp. [IpuBeneHbsl 0COOCHHOCTH HCIONB30BAHUS
TCHETHUYECKUX aJTOPUTMOB JJIs PEIICHUS MOCTaBJICHHON 3amauu. Pa3paboTaHbl MporpaMMBbl ONITUMH3AIMN B CHCTEME
MatLab. PaspaGoTanHbie mpolieayphl anpoOUpPOBaHbl HA OCHOBE MojenupoBaHus B MatLab. IIpemiosxeHHbIH moaxo
COTPOBOXKIAETCS KOHKPETHBIM MPHUMEPOM U pe3ybTaTaMH MOZACIHPOBaHUs. [lomydeHHBIC pe3ybTaThl MOTYT OBITh
TOJNIE3HBI JUIsi OECHMJIOTHBIX JIETATEIBHBIX alllapaTOB W CaMOJIETOB CIICIMAIBHONW aBHAIlMM C YCTaHOBJIECHHBIM
aBUAIIMOHHBIM 000PYI0BaHHEM.
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