S.S. Tovkach Organization of Distributed Information Systems the Aviation Gas Turbine Engine 29

UDC 681.51:621.452.3(045)
DOI:10.18372/1990-5548.61.14210

S. S. Tovkach

ORGANIZATION OF DISTRIBUTED INFORMATION SYSTEMS
THE AVIATION GAS TURBINE ENGINE

Automation & Power Management Department, National Aviation University, Kyiv, Ukraine
E-mail: ss.tovkach@gmail.com ORCID: 0000-0002-8740-298X

Abstract—The article deals with the method of distributed information systems organization the aviation
engine, which is considered as a interaction of the components of the automatic control system in its
technological activity. Due to the use of the ZigBee interface communication, the research of the
electronic control system according to the given index of transitive packet has been carried out and the
distributed control system usage of the aviation engine has been proposed. Through the simulation, the
dependences of the quality the transmission packet request on the parameters of the maximum flow the
distributed net for closed systems with switching bandwidth were revealed; detected dependencies can be
used to form a mathematical model of replacing two-way flow and one-way flow information
transmission to configure gas turbine engine distributed net from the condition of fulfilling the specified

switching bandwidth.

Index Term—automatic control system; aviation gas turbine engine; distributed system; nets models;

bandwidth.
I. INTRODUCTION

Most distributed information systems (DIS) for
automated control system gas turbine engine (ACS
GTE) can be represented as complex intelligent
systems containing a large amount of special
information. For such objects, it is necessary to
properly manage the flow of information, as
requested by users of the system, and the response of
the system to these requests. Another requirement
for such systems is to design it in such a way that it
is not only a supplier of the required data, but also,
in turn, adapts to the changing needs of users based
on an analysis of the use of itself. Also, the system
should put forward on the basis of the information
received the requirements for its completion —
development over time in the framework of modern
technologies, and formulate recommendations for
adding, changing, deleting information in the
framework of its immediate purpose.

It should be noted that existing methods for
developing such systems have a number of
limitations and disadvantages [1], [2]: irrational
management of DIS can lead to difficulties in
perceiving and searching for information; the lack of
analysis by the query system does not allow a
complete picture of the use of information; the
complexity of the development and administration
of DIS leads to partial or complete loss of
information, without the possibility of its recovery;
the significant difficulty of applying approaches in
developing DIS based on the unification of rules,
trends and formats.

For solving such problems, taking into account
the drawbacks and limitations listed above, it is

necessary to develop a universal technique for
creating software tools for intellectual interaction in
DIS based on existing methods and algorithms —
creating a modular system for collecting and
processing measurement information using the
interaction interface in the ACS GTE.

II. PROBLEM STATEMENT

Particularly important task of the design and
creation the ACS GTE that integrates the functional
and informational representation of the system
within the framework of a single model is the
communication problem, the solution of which is
related to ensuring the necessary interaction of the
components of the ACS in its technological activity.
DIS for ACS GTE is combining the communication
network and the software and hardware components
— information management and processing
subsystems of the ACS. In distributed information
systems, the components of the ACS are represented
not by their internal structure, but by parameters,
metric characteristics and properties that determine
the interaction of the elements with each other,
together affecting the performance of the used
communication  network. Establishing  the
dependence of network performance indicators on
the characteristics of applied tasks generated by
network traffic is one of the main tasks of analysis in
the design of DIS.

Currently, several international companies
specialize in the development of DIS systems for
ACS GTE, including the company National
Instruments (NI), Advantech, SparkFun Electronics
(USA), ICP DAS (Taiwan), Radiocrafts AS
(Norway) [2], [3].
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So, the aim of these research — define the
techniques for the organization the distributed
information system of the optimization the correct
usage the GTE wireless piconet and estimate the
efficiency of the control processes the aviation gas
turbine engines using wireless technology and
distributed information system.

III. DISTRIBUTED INFORMATION-MEASURING
SYSTEM

A block diagram of a distributed system using
XBee modules from Radiocrafts AS is shown in Fig.
1.

The system is based on the ZigBee interface,
which is designed to create a radio frequency
transceiver system based on RC232 protocol with
UART interface  for  configuration  and
communication. The built-in RC232 protocol
enables multi-point radial nodal communication with
individual or broadcast addressing and signal
integrity checking by checksum calculation. The
communication channel can be used as a wireless
replacement for the RS232/RS485 cable and
accommodate XBee modules for the input/output (or
only input or output) of the analog, digital and
control information of the study object. The number
of modules can be increased by using extension
modules (trunk repeaters).

The system is connected to the Control Unit
through one of its ports in the connection interface.

XBee modules have a built-in controller that runs
on a program stored in energy saving memory. The

set using commands from the Control Unit
(configuration process).

XBee modules provide:

— communication and exchange of command
information from the Control Unit via the
communication channel;

— 1input and output of analog information using
ADC and DAC converters with a certain error and
frequency of measurements;

— input and output of digital information;

— counting the number of events and measuring
the frequency of pulse signals;

— control of external devices by means of
switching modules, including power;

protection of external devices from possible
emergency situations by switching to the emergency
mode with a fixed value of control and information
signals and the system of automatic resumption of
work.

Module software includes [3], [4]:

— command system for performing
configuration operations, calibrating data channels,
inputting and outputting information. The command
structure is unified, although each module has
distinctive commands that follow from the specifics
of its purpose;

— utilities to simplify the procedure for
debugging the system, check its performance,
configure modules, channel calibration;

driver library (DLL), which allows the
programming of modules to work in different

modules have several modes of operation, which are software environments  (MATLAB,  Simulink,
ies have sev P ’ LabVIEW).
1] [3] ]
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Fig. 1. Structural diagram of the distributed ACS GTE

Submission of commands can be performed by:
user-developed programs, using utility programs in
manual mode, as well as using library driver
programs that can be built into the software modules.

Driver programs can be presented as
programmable virtual tools that have input and
output data, and can control both the data channel
and directly the module of the distributed system.
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The input of the FVI to control the data channel
allocates the parameters of the com port: number,
data rate, transmission format, bit control parity and
bits need to use a stop bit. Module Management PVI
Input is the control word and the data word that is
supplied as arrays

Designing a distributed system is performed in
the following stages:

— preparatory stage — connection of modules to
the system and their configuration, verification of
system performance, module calibration;

— software development — initialization and
opening of the connection port, execution of the
main program, closing the port;

— setup of the developed virtual tool and its
documentation.

In Figure 2 presents a block diagram of the XBee
Series 2 OEM RF module.

The XBee Series 2 OEM RF Modules [5] — [7]
interface to a host device through a logic-level
asynchronous serial port. Through its serial port, the
module can communicate with any logic and voltage
compatible UART; or through a level translator to any
serial device (For example: Through a MaxStream
proprietary RS-232 or USB interface board).

Devices that have a UART interface can connect
directly to the pins of the RF module as shown in the
Fig. 3.

IEEE 802.15.4
CMOS Logic (2.8 —3.4V) CMOS Logic (2.8 —3.4V)
DIN (data in) _ DIN (data in)
CTS CTS
< Xbee Xbee >
'DOUT (data out) | Module Module | DOUT (data out)
RTS RTS

Fig. 2. System Data Flow Diagram for DIS environment
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Fig. 3. UART data packet through the RF module

Data enters the module UART through the
DIN (pin 3) as an asynchronous serial signal. The
signal should idle high when no data is being
transmitted.

Each data byte consists of a start bit (low), 8
data bits (least significant bit first) and a stop bit
(high). The following figure illustrates the serial
bit pattern of data passing through the module.

The module UART performs tasks, such as
timing and parity checking, that are needed for
data communications. Serial communications
depend on the two UARTS to be configured with
compatible settings (baud rate, parity, start bits,
stop bits, data bits).

The XBee Series 2 modules maintain small
buffers to collect received serial and RF data. The
serial receive buffer collects incoming serial
characters and holds them until they can be

processed. The serial transmit buffer collects data
that is received via the RF link that will be
transmitted out the UART (Fig. 4).

Serial Receive Buffer [7], [8]

When serial data enters the RF module through
the DIN Pin (3 pin), the data is stored in the serial
receive buffer until it can be processed.

Hardware Flow Control (CTS) When the
serial receive buffer is 17 bytes away from being
full, by default, the module de-asserts CTS (high)
to signal to the host device to stop sending data
[refer to D7 (DIO7 Configuration) parameter].
CTS is re-asserted after the serial receive buffer
has 34 bytes of memory available.

Serial Transmit Buffer

When RF data is received, the data is moved
into the serial transmit buffer and is sent out the
serial port. If the serial transmit buffer becomes
full enough such that all data in a received RF
packet won’t fit in the serial transmit buffer, the
entire RF data packet is dropped.

Hardware Flow Control (RTS) If RTS is
enabled for flow control (D6 (DIO6
Configuration) Parameter = 1), data will not be
sent out the serial transmit buffer as long as RTS
(pin 16) is deasserted.
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Fig. 4. XBee module structure scheme

IV. DATA FLOW TRANSMISSION FOR GTE
DISTRIBUTED NET

For the optimum variant of information

transmission, network nodes have the following
characteristics [7], [9], [10]: ¢, is the request for
transmission of a information unit for an channel of

a network between nodes i and j, D, is the
switching bandwidth of this channel is generally
limited to (0<D; <o) (if there is no channel
between these nodes i and j, then the switching

bandwidth equal to zero if the flow is unrestricted by
nothing, then the switching bandwidth goes to
infinity). Obviously, in this case, the requirement to
save the flow must be met — the total flow entering
and leaving the channel should be equal. Let be x;
the flow in the channel of the net, then for the
transitive node of the network:

;xki —inj =0,

J

where & is a list of those that are entered j is a list

of all the leaving channels for the node i .
For a flow in any channel must be:

OSxijSDij.

For the start and end node, the condition is
obviously necessary:

Z%:Aw
7

where 4, is the maximum output flow created by
the initial node of the network, it must be less than
the total switching bandwidth of all entering and
leaving from the channels nodes

Z'xkn :Bn’
k

where B, is the maximum flow consumed by the

end node of the network, it must also not exceed the
switching bandwidth of the input channels.

There are different formulations of the
optimization problem - minimizing the transmission
request and maximizing the flow. Let be obtain,
respectively, two formulations of the mathematical
model of the problem.

1) Minimize the request:

F= zz%.xij is the minimized objective function is
i

the total transfer request. Limitation:
Al = Bn
transitive nodes, i.e.

2%, = 2 X
J k

Ole.j SDij is the

is the flow cannot accumulate in the

switching  bandwidth;

Zx,a. - inj =0 is the saving flow continuity.
k j

2) Maximizing the flow: F =Zxkn is the
k

maximized objective function — total flow entering
the end node; zz%xij < C, is the total costs should
i

not exceed the amount of means available C, .
Limitation:

A4 =B,

transitive nodes:

is the flow cannot accumulate in the

2%, = 2 X
J k

0<x, <D, by the switching bandwidth;
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inj =0 is the saving flow continuity.

2%
k J

Consider the problem of finding the maximum
flow for the nodes of the wireless ACS GTE,
presented in Fig. 5, where the numbers indicate the
maximum switching bandwidth of the network
sections.

The given net diagram is partially oriented. In
order to reach a mathematical model, it is necessary
to transform a diagram into an oriented network.
This can be done by replacing each undirected
channel with a two-way flow of information
transmission with two oriented by one-way flows,
each with an initial switching bandwidth. The flows
x4 and x5 have become one-way since the possibility

2

of the opposite direction of motion in this task is
insignificant for them.

The problem can be solved geometrically:
according to the theorem, the maximum network
switching bandwidth is equal to the minimum
network switching bandwidth the network crossings.
The analytical solution comes down to linear
programming methods. In addition, it is possible to
determine the corresponding flows in each channel
of the network.

Comparison of the maximum possible flow
leaving from the initial node of the network with the
result of the solution (9 > 6) on Fig. 6 shows that this
wireless network requires additional expansion for
its switch.

Fig. 5. Net diagram of the wireless ACS GTE
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Fig. 6. Finding the maximum flow for the nodes of the wireless ACS GTE

V. CONCLUSIONS

The analysis of the principles of constructing the
distributed information systems, shown, that the use
of wireless technology with defined data flow
transmission provides a new approach to the design
of control systems for aviation GTE and in
contradistinction to traditional methods of control, it
guarantees the possibility of solving a number of
problems in conditions of uncertainty.

It is shown that XBee module built-in RC232

protocol  enables  multi-point radial nodal
communication with individual or broadcast
addressing and signal integrity checking by

checksum calculation for GTE distribution net. This
allows defining the module main functions and their
software by the main steps for investigation the GTE
distributed system: technical project, software
development, setup of the developed virtual tool and
its documentation.
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The communication channel can be used as a
wireless replacement for the RS232/RS485 cable
and accommodate XBee modules for the
input/output (or only input or output) of the analog,
digital and control information of the study object.
The number of modules can be increased by using
extension modules (trunk repeaters).

On the basis of the data flow transmission for the
stability and quality of control processes, a method
for the organization of distributed information
systems has been developed. For optimal tuning of
the switching bandwidth of typical transitive nodes
of the network according to the minimizing request
channel and maximizing data flow, a wireless
piconet system has been developed. The distributed
laws for the data flow and transitive nodes of a
automatic control system of aviation GTE are
synthesized. These laws significantly expand the
range of quality control in the control channels of
GTE wireless net.
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C. C. ToBkau. Oprani3anisa po3nogijienux inpopmaniiiHux cuctem aBianiiiHoOro ra3oTyp0iHHOI 0 IBUI'YHA
PosrisinyTo cnoci® opranizanii po3noaiieHux iHQOpMaIiifHUX CHCTEM aBialliifHOrO ABHTYHA, KU BH3HAYAETHCS SIK
B3a€MOJIisl KOMIIOHEHTIB CHCTEMH aBTOMAaTUYHOI'O KEPYBaHHs B il TEXHONOTIYHIN MisSUTBHOCTI. 3aB/ASKA BUKOPHCTAHHIO
inTepdeiicy 3B'si3ky ZigBee mpoBeaeHO AOCITIKEHHsS €IEKTPOHHOI CHCTEMU KepyBaHHs BiIMOBITHO IO 3aJaHOTO
MOKa3HUKA MEPEXiTHOro IMaKeTy Ta 3allpOIOHOBAHO BHKOPUCTAHHS PO3IOIIIEHOI CUCTEMHM KepyBaHHS aBialliiHUM
JIBUTYHOM. 3a JOIOMOT'OI0 MOJENIOBAHHS BUSIBJICHO 3aJISKHOCTI SIKOCTI 3alMTy IaKeTa Iepejiadi BiJl mapaMmeTpiB
MaKCHMAaJIBHOTO MTOTOKY PO3IOIIIEHOT MEPEXi Ul 3aKPUTUX CHCTEM 3 MPOITYCKHOIO 3[aTHICTIO KOMYTAIii; BHSBJICHI
3aJIeKHOCTI MOXKHa BHKOPHCTOBYBATH Uit ()OPMYyBaHHS MaTEMaTW4HOI MOJENI 3aMiHH JBOCTOPOHHBOTO MOTOKY Ha
OTHOCTOPOHHIO Tiepeaavy iHGopMaIllii i3 HaTaTyBaHHAM PO3IMOIIICHOI CHCTEMH Tra30TypOiHHOTO JBUTYHA 332 YMOBHU
BUKOPHCTAHHSI 38JIaHOT CMYTH KOMYTallii.

Karw4oBi cioBa: aBTOMaruyHa cucTeMa KepyBaHHS; aBialliiHUN Ta30TypOiHHMH IBHUIYH; pPO3IOIiIEHa CHUCTEMA;
MEpEeXKeBi MOJIEII; MPOIYCKHA 31aTHICTb.
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C. C. ToBkau. Opranmsanusi pacnpeaejleHHbIX HH(POPMANMOHHBIX CHCTEM ABHAIMOHHOTO Tra30TypOMHHOrO
ABUTATENS

PaccMotpeH cnoco0® opraHm3anu pacrpeieieHHbBIX WHPOPMAIOHHBIX CHCTEM aBHAI[MOHHOI'O JBHUTaTellsi, KOTOPBIH
OIpe/IeNIsieTCs KaK B3aUMOJIEHCTBHE KOMIIOHEHTOB CHCTEMBI aBTOMATHYECKOTO YIPABJICHHS B €€ TEeXHOJOTHYECKOH
nesrenpHocTH. C HMCHONB30BaHMEM CBsi3U 1o uHTepdeiicy ZigBee Obuio mpoBeneHO HCCIEIOBaHHE 3JIEKTPOHHOU
CHCTEMBI YNpaBJIEHHsS B COOTBETCTBHM C 3aJaHHBIM HMHIEKCOM IIEPEXOJHOr0 TaKeTa, W OBUIO TPEIOKEHO
UCIIONIb30BAaHHUE PACIIPENENICHHOW CUCTEMBI YIpaBJICHHS aBUALMOHHBIM [BUTrateieM. B pesynbTare MOAenupoBaHUS
BBISIBJICHBI 3aBUCHMOCTH Ka4eCcTBa 3arpoca Makera nepeaadyy oT mapaMeTpoB MaKCUMaJIbHOTO TIOTOKA paclpeeIeHHON
CEeTH ISl 3aKPBITBIX CUCTEM C TOJIOCOW KOMMYTAIMH; OOHapy)KEHHbIE 3aBUCHMOCTH MOTYT OBITH HCITOJIb30BAaHBI IS
(hopMupOBaHUS MATEMATUIECKON MOJIEITH 3aMEHBI IByCTOPOHHETO IIOTOKA Ha OJHOCTOPOHHIOIO Tepeady UH(OopManum
C HAaCTPOWKOW pacHpe/ieieHHOW CeTH Tra30TypOMHHOrO IBUTATENs IPH YCJIOBHUHM HMCIONB30BAHUS 33JaHHOHW IOJOCHI
KOMMYTaIHH.
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