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Abstract—The effectiveness of many signal processing techniques and their practical value, which is
particularly prominent in accuracy of detection and measurement, range and time resolution etc.,
depends on correlation properties of signals being processed. The article is focused on a study of
correlation properties of generalized binary Barker sequences, namely cross-correlation between signal
components in sets based on generalized binary Barker sequences. These sets of sequences provide low
peak sidelobe level after their joint signal processing (multiplicative complementariness), but their cross-
correlation characteristics can also have an impact upon the quality of radio and signal processing
systems. There are 5 sets of generalized binary Barker sequences with different structures that were
analyzed in the article. The presented results have established that signal components based on
generalized binary Barker sequences are characterized by a relatively high level of cross-correlation,
which can be up to a typical value 0.25 between different signal components in a set consisting of not
more than 8 sequences. This fact restricts the application of generalized binary Barker sequences in some
techniques (e.g., CDMA) due to the impossibility of separation of signal components or it requires
enhancement of these techniques in order to take account of cross-correlation between signal
components. Sets of generalized binary Barker sequences with the lowest maximum absolute values of
cross-correlation were also identified and shown in the article.

Index Terms—Generalized binary Barker sequences; correlation properties; cross-correlation; signal

processing; signal detection; signal analysis.
I. INTRODUCTION

The effectiveness of many signal processing
techniques and their practical value, which is
particularly  prominent in, e.g., detection
characteristics, accuracy of detection and
measurement, range or time resolution etc., depends
on correlation properties of signals being processed.

Scientific literature and signal processing
practice identify a few different kinds of correlations
of sequences (signals) and their sets (systems),
namely, aperiodic autocorrelation (e.g., [1]),
periodic autocorrelation (e.g., [2]), aperiodic cross-
correlation (e.g., [3]), and periodic cross-correlation
(e.g., [4]) functions, the forms and features of which
are important and critical for achieving different
goals in the field of signal processing. It should be
noted that above-indicated terms differ from some
other commonly used ones in mathematics (e.g.,
“correlation”, “covariance” etc.), but frequently used
with some variations in engineering.

The article is focused on a study of cross-
correlation between signal components in sets of
generalized binary Barker sequences [5], [6], which
are characterized by a good equivalent (in the result
of signal processing) aperiodic autocorrelation [7].

II. ANALYSIS OF PUBLICATIONS

A system of deterministic and regular
mathematical models, which allow synthesizing of
binary sequences with structural features like ones of
well-known binary Barker sequences, were
suggested in [5]. Because of their properties,
sequences, which synthesized by means of these
mathematical models (i.e. generation rules), may be
taken for a kind of generalization of binary Barker
sequences. Generation rules and structure features of
generalized binary Barker sequences, which the
article deals with, were described in [6]. Their
autocorrelation functions, complete mathematical
expressions for them, and analysis of their features
(e.g., regularity, existence of periodic components)
were presented in [8].

It was shown in [7] that generalized binary
Barker sequences allow forming sets of
multiplicative complementary signal constructions,
which provide after multiplication of results of
matched filtering a signal with a narrow central main
lobe (its value equals to a result of multiplication of
all lengths of sequences in the set consisting of K
ones), and a normalized maximum absolute sidelobe
level equals to 1/Ng, where Nk is the maximum
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length of sequence in a set of generalized binary
Barker sequences.

There are also known other different sequences
and their sets, recently proposed in the literature and
which are valuable with their correlation properties.
It is worth mentioning that among such sequences
and relevant synthesis approaches and algorithms
reference may be made to:

1) synthesis algorithm [9], which has a heuristic
nature and allows finding binary sequences with a
very low autocorrelations for length of sequence up
to 225; such relatively high values of length can
significantly improve the effectiveness of many
signal processing techniques, taking into account the
fact that in some recent reviews and publications
(e.g., [10]) were indicated binary sequences with
low (and the best at the same time) autocorrelations
for length of sequence up to 105;

2) algorithm [11] for synthesizing sets of
orthogonal polyphase codes [12], which also can be
characterized by good autocorrelation, in particular
for synthesizing separately taken sequences with low
autocorrelation; a feature of this approach boils
down to a polyphase structure of codes (sequences),
which can be more difficult for their practical
implementation than in the case of binary structure
of sequences.

In contrast with indicated algorithms, a feature of
considered in this article sequences is that they have
binary structures and deterministic generation rules,
but gives a good equivalent autocorrelation after
signal processing (maximum absolute sidelobe level
equals to 1/Nx) only in case of using a set consisting
of K binary sequences.

Despite the fact that the indicated algorithms and
similar ones gives good results, the problem of
synthesis of binary sequences with optimal (the
lowest) autocorrelations, which is also known as the
low autocorrelation binary sequence problem [9],
[13], [14], is not still solved in general.

III. PROBLEM STATEMENT

In case of the use of generalized binary Barker
sequences in different signal processing techniques
and radio systems, the cross-correlation between
signals, which based on considered sequences, in a
set defines accuracy and features of transmission and
division of these signals during their use. Moreover,
a very high correlation might restrict the application
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of such signals due to the impossibility of separation
of signal components in some techniques (e.g.,
CDMA) or requires a corresponding enhancement of
these techniques [15], [16]. In this regard, the aim of
the article is a study of the cross-correlation between
signal components in sets of generalized binary
Barker sequences.

IV. SETS OF GENERALIZED BINARY BARKER
SEQUENCES TO BE ANALYZED

Sequences, which form analyzed in the article
sets, may have different lengths (N =4k, N=4k-1,

N=4k+1, k € Z.) and belong to different types and

subtypes. They are synthesized by means of
generation rules, which were proposed in [5], [6].

Generation rule for sequences X = {x;}, i =1,_N,

N=4k, k € Z., of type 1 (subtype A) is given in (1).
-1, i=1,
(1)
(-1
S(Z) . (2)
(—1) X o = 25,
, i=N+1-28%,
i=N+2-289, (1)

i=28" +1,

N=4k, keZ,.

Generation rule (1) contains the hyperparameter
S={S", §? to determine indices and values of
sequence elements.

The case of sequences of type 1 (subtype B) is
not considered in the article due to the fact that a
sequence of type 1 (subtype B) has an inverted
second part in comparison with a sequence of type 1
(subtype A) at the same length [5], [6] (and the first
parts are the same). It causes the same cross-
correlation in a set of signals, which based only on
sequences of type 1 and subtype A (R), and in a set
of signals, which based only on sequences of type 1

and subtype B (R"):

T T/2 T T/2
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and x;(t):Zx:{O{t—(i—l)Nl}—e{t—iNl}} are

J J

jth signals in a sets, which are based on the
sequences of type 1 (subtype A) X = {x;} or on the
sequences of type 1 (subtype B) X' = {x)
respectively; T is a duration of signals in a set and N;
is a length of sequence X or X', which forms a jth
signal in a set; O(¢) is the Heaviside step function;
j=1LK m=LK, n=1,K ; K is the number of
signals in a set.

Generation rule for sequences X = {x;}, i=1LN,
N=4k-1,k € Z., of type 2 is given in (2).

1, i=1,
s

i

i=280 11,

s . P
(—1) XZS(Z)_I, 1= 2S( ),
X, i=N+1-280,
xi = _x25(1)+13 i= N_2S(1)7 (2)
-X{, i=N,
S(]) —1 N+1 1
k>1 ’ 4 ’

S® =1,(N+1)/4,
N=4k-1, keZ,.
Generation rule (2) contains the hyperparameter

S={S", §? to determine indices and values of
sequence elements, as well as the rule (1).

Generation rule for sequences X = {x;}, i=1,_N,
N=4k+1, k € Z., of type 3 for the subtype A is

presented in (3), and for the subtype B is presented
in (4). Generation rules (3) and (4) contain the
parameter S to determine indices and values of
sequence elements, analogous to the hyperparameter
S in generation rules (1) and (2).

-1, i=1,28+1, (N+1)/2, (N+3)/2, N,

—Xpg.1,1 =28,
1, i=(N-1)/2,
X, =1-Xy5, i=N+1-28, 3)

x25+1, ZZN_2S,
S| =1L(N-5)/4,
N=4k+1, keZ,.

-1, i=1,28+1, (N-1)/2,N,

—Xpg.1,1 =28,
1, i=(N+1)/2, (N+3)/2,
X =4-Xy5, i=N+1-28, 4)

x25+1, l=N—2S,
S|, =L(N-5)/4,
N=4k+1, keZ,.

Structures of sets of generalized binary Barker
sequences to be analyzed in the article are as
follows.

1) Set 1 consists of K,.x = 8 signals with the same
duration 7, which have a mathematical model (5).

5 0=3x Ht—(z‘—l)ﬂ

J

(5)
4]
N;

where j =1,8 and X = {x;} are sequences of type 1
(subtype A) with lengths: Ny =4; N, =16; N;=32;
Ny = 64; N5 = 128; Ns = 256; N; = 512; N3 = 1024.

2) Set 2 consists of K. =8 signals with the
same duration 7, which have a mathematical model
(5), where X = {x;} for j =1 is a sequence of type 2
with the length N, =3, and X = {x;} for j =2,8 are
sequences of type 1 (subtype A) with lengths:
N,=12; N;=24; N;=48; N5;=96; Ns=192;
N;=384; Ny = 768.

3) Set 3 consists of Ky.x =8 signals with the
same duration 7, which have a mathematical model
(5), where X = {x;} forj =1 is a sequence of type 2
with the length N, =7, and X = {x;} for j=2,8 are
sequences of type 1 (subtype A) with lengths:
N,=28; N;=56;, N,=112; Ns=224; N¢z=448;
N;=1896; Ny =1792.

4) Set 4 consists of K.x =8 signals with the
same duration 7, which have a mathematical model
(5), where X = {x;} for j =1 is a sequence of type 3
(subtype A) with the length Ny, =5, and X = {x;} for
j=2,8 are sequences of type 1 (subtype A) with
lengths: N, =20; N;=40; N,=80; Ns5=160;
N = 320; N7 = 640; Ng = 1280.

5) Set 5 is similar to set 4, but the sequence of
subtype B (type 3) is used for the signal component
j=1.
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V. RESULTS OF CROSS-CORRELATION ANALYSIS
OF CONSIDERED SETS OF GENERALIZED BINARY
BARKER SEQUENCES

The values of cross-correlation R(J) =

mn

;
=%J‘xm (t)x,(¢)dt between signals x, (f) and x (),
0

m= 1,_8 , n= 1,_8 , which part of a set with a number J
and are consistent with the model (5), are presented
below for 5 above-considered sets.

1) For the set 1 of considered sequences:
R() =
1 3 7 15 31 63

% TR T Tm e 18 26
S L B R A 1
8 16 32 64 128 256
S S A )
8 8 16 32 64 128 256
303 03 115 » s
16 16 16 32 64 128 256
75 71 15 3 6L
32 32 32 32 64 128 256
55 11 15 3 &
64 64 64 64 64 128 256
J317o»s 2 3 3, 6
128 128 128 128 128 128 256
_63 383 4 57 61 6 &8
256 256 256 256 256 256 256
2) For the set 2 of considered sequences:
R(2)=
;L o, X 1 _7 5 31
6 12 8 48 32 192
i, 1115 3 17
6 6 6 8 48 32 192
o 1, 1 5 3 1 ou
6 6 24 16 96 64
4o, s n 74
12 6 6 24 48 32 192
115 s omo3s
8 8 24 24 48 96 64
BRI T TS TR )
48 48 16 48 48 96 192
s 31w o1 o3 owm 4
32 32 9 32 9 96 192
_31 17 1 4l 15 47 47
192 192 64 192 64 192 192

3) For the set 3 of considered sequences:

R(3) =

S S S T N 1}
14 28 56 16 224 448
Lo, 3 3 un o3 4 om
14 14 14 56 16 224 448
o 3, 3 1B 23 7 9
14 14 56 112 32 448
L3 3 B 27 s
28 14 14 56 112 224 64
3B 2 s 1w
56 56 56 56 112 224 448
13023 2o s
16 16 112 112 112 224 448
15 4 7 s s
224 224 32 224 224 224 448
3897 15109 I
448 448 448 64 448 448 448

4) For the set 4 of considered sequences:

R(4)=

L (A
10 5 4 40 80 160 64
L S A E R Rl
10 5 5 40 80 32 320
L A AN
5 5 5 40 80 160 o4
L N GO A1
4 5 5 40 80 160 320
L A T I A
40 40 40 40 80 160 320
L O A U )
80 80 8 80 80 160 320
4905 B3 M N7
160 32 160 160 160 160 320
v oo 1B BT
64 320 64 320 320 320 320

Signal processing of sets of generalized binary

Barker sequences with a set number J =1,5 gives a
good equivalent autocorrelation (low peak sidelobe
level in the output signal) after signal processing,
which is described in detail in [7].

Note that in [7] all sequences are presented in
inverted form and starts from “1” in order to match
representation form for polynomials and elements of
GF(2"), taking also into account that “-1” should be
replaced with “0”.
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5)  For the set 5 of considered sequences:

R(5) =

R S A T 1)
10 20 40 80 32 320
B N A B
10 5 5 40 80 32 320
e B I A £
5 5 40 80 160 o4
T T GO A
20 5 5 40 80 160 320
30709 9 b ¥ 7
40 40 40 40 80 160 320
A T A U U R )
80 8 80 80 80 160 320
305 03 37 3 0B
32 32 160 160 160 160 320
3049 1B BT
320 320 64 320 320 320 320

VI. DISCUSSION OF RESULTS

The main point of the discussion boils down to
determining of a set, which contains K

(2£K£K ) sequences and has the lowest

maximum absolute value of cross-correlation, i.e.
min max (|R(J),,|) . This criterion is chosen
T e sk
due to the fact that a maximum cross-correlation in a
set typically defines the greatest influence on
accuracy of signal detection. Results of analysis of
sets by means of this criterion are shown in the
Table I, where for each J and K the value of
max (|R(J)m” \) is indicated (optimal set for
m#n, m,n<K

each K is marked by using bold style for values).

TABLE 1. ANALYSIS OF SETS USING THE CRITERION
me r%lx (| R(J),., |)
m#n, m,n<K
Sl 2 3 4 5
2 0 1/6 1/14 1/10 1/10
3 1/8 1/6 3/14 1/5 1/5
4 3/16 1/6 3/14 1/4 1/5
5 7/32 5/24 13/56 11/40 9/40
6 15/64 11/48 27/112 23/80 19/80
7 31/128 23/96 55/224 | 47/160 | 39/160
8 63/256 | 47/192 | 111/448 | 19/64 79/320
VII. CONCLUSIONS

Despite the fact that sets of generalized binary
Barker sequences provide low peak sidelobe level
after their joint signal processing (multiplicative

complementariness), they are characterized by a
relatively high level of cross-correlation, which can

be up to a typical value |R(J),,, [*0.25, m#n,

for sets consisting of K <8 sequences. This fact
restricts the application of generalized binary Barker
sequences in some techniques (e.g., CDMA) due to
the impossibility of separation of signal components
or it requires enhancement of these techniques in
order to take account of the cross-correlation.

The cross-correlation analysis has also shown
(see the Table I) that the set 1, which consists of
sequences of type 1 (subtype A) with lengths N, = 4,
N, =16, N; =32, has the lowest maximum absolute
values of cross-correlation at K < 3; the set 2, which
consists of sequence of type 2 with the length N; =3
and sequences of type 1 (subtype A) with lengths
N,=12, N;=24, N;=48, N;=96, Ng=192,
N;=384, N3=768, has the lowest maximum
absolute values of cross-correlation at 4 < K < 8.
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O.TI. TI'onyOHnumii. AHATI3 B3a€MHOI Kopeasiii y cucTeMax y3arajibHeHUuX OiHapHuX nmocjinoBHocTeil Bapkepa
EdexruBHicTh 6araTbox MeTO/iB OOPOOKHM CHUTHAJIB Ta IX MPaKTUYHA IIHHICTh, K& OCOOJIHMBO MPOSIBISETHCS Y TAKHX
XapaKTepPUCTUKaX SK TOYHICTh BHUSBIICHHS CUTHANIIB Ta BHMIPIOBaHHA IX NapaMeTpiB, PO3AUIBHIM 30aTHOCTI MO
JTAJIBHOCTI Ta 4Yacy TOIIO, 3aJeKHUTh Bl KOpESUiHHUX BJIACTHBOCTEH 0OpoOiroBaHMX curHamiB. CTaTTIO MPHUCBSYEHO
JIOCITI/DKEHHIO KODEISIHNX BJIACTUBOCTEH Yy3araJlbHEHHMX OiHApHHUX IOCIiOBHOCTeH bapkepa, a came 3HaueHb
koe(ilieHTa B3a€MHOI KOPENALii MK CHIHAJIBHUMHU CKJIQJOBUMH Yy CHCTEMI CHI'HANIB, Ky MOOYIOBaHO Ha OCHOBI
y3araJlbHEHUX OiHApHHMX TmoOCTimoBHOCTeH bapkepa. Taki cucTeMH MOCTIIOBHOCTEH 3a0e3MEUylOTh HH3BKUI
MakCHMaJbHUHA piBeHb OIYHMX TENIOCTOK CHUTHAIYy Ticis iX  choiibHOI  00poOkM  (MyJbTHILTIKATHBHA
KOMIUIEMEHTApHICTh), OJHAaK iX B3a€MHOKOPEIALIMHI XapaKTepUCTHKH TaKOX MOXYTh BIUIMBATH Ha SIKICTh
(YHKIIIOHYBaHHS PaliOTEXHIYHUX CHCTEM Ta CHUCTEM OOpOOKM CHrHajiB. Y CTaTTi HpOAHai30BAaHO II'STh CHUCTEM
CHTHAJIB 3 DPI3HUMH CTPYKTypaMu, sIKi IOOy/JOBaHI Ha OCHOBI y3arajbHEeHHMX OiHapHHMX MOciifoBHOcTel bapkepa.
[IpencraBneHi pe3yabTaTd IMOKAa3ajW, IO CUTHAIBHI CKIAJOBI HAa OCHOBI y3araJlbHCHHX OIHApHHMX IOCIIJOBHOCTEH
Bapkepa xapakTepu3yloThCs BiTHOCHO BEJIMKUM PiBHEM B3a€MHOI KOPEJSIT, SIKMH JJIsl CHCTEM CHUTHAIIIB, OOYJ0BaHUX
Ha OCHOBI He OUIbIIE HI)K BOCBMH TIOCIIIOBHOCTEH, MOXKE OYTH OXapaKTepU30BaHUH THUIIOBHM 3HAYEHHSIM KoedilieHTa
KOpeJslii MiK pI3HUMH CHUTHAJIIFHUMHU CKIaJoBHUMHU, mo gopiBHioe 0,25. Lleli ¢akr oOMexye BUKOPHCTaHHS
y3araJqbHEHUX OiHapHHUX MociigoBHOCTeH bapkepa y nmeskux cucremax (Hampukinan, CDMA) depes HEMOXIHMBICTH
SIKICHOTO PO3JALUICHHSI CUTHAIBHHUX CKJIQJIOBHX, ab0 MoTpedye YIOCKOHAIEHHS TaKUX CHUCTEM 3 METOI BpaxyBaHHS
B3a€MHOI KOpeJslii, sKa iCHye MDK CHTHAIBHHMHU CKIIQJIOBHMH. Y CTaTTi TaKOXX BU3HAYEHO Ta IOKa3aHO CHCTEMH
y3arajibHeHHX OiHapHHMX MOCIiOBHOCTeH bapkepa 3 HaWMEHIIUMH MaKCUMaJIbHUMHU a0COJTIOTHHUMH 3HAYCHHSIMHU
KoeilieHTa B3a€MHOI KOpeJIsLIii.
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Karwu4oBi cioBa: y3aranpHeHi OiHapHi mociigoBHOCTI bapkepa; KOpensiiiHI BIacTHBOCTi; B3a€MHa KOPEJIALS;
00po0OKa CUTHATIB; BUSIBJIICHHS CUTHAIIIB; aHAI3 CUTHAIIB.
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A.T. T'osryonn4uii. AHAIH3 B3aMMHOI KOppeIsiiMM B cHcTeMaX 00001EHHBIX OMHAPHBIX MOCIe10BATEIbLHOCTEeH
Bapkepa

D¢ dexTHBHOCTH MHOTUX METONOB OOpPa0OTKH CHUTHAJIOB U MX MPAaKTUYeCKas IEHHOCTb, OCOOCHHO MPOSBISIONIAsCS B
TAKUX XapaKTEPUCTUKaX KaK TOYHOCTh OOHAapYKEHHsS CUTHAJIIOB M HM3MEPEHHs HX IapaMeTpoB, pa3pellaroiei
CHOCOOHOCTH IO IANIBHOCTH U BPEMEHHU U JPYIHX, 3aBHCUT OT KOPPEISLUOHHBIX CBOHCTB 00padaThiBaeMbIX CUTHAJIOB.
CraTbsl TOCBSIIEHA HCCIEAOBAHUIO KOPPEISAIMOHHBIX CBOMCTB OOOOMIEHHBIX OHMHApPHBIX IOCIIEA0BATEILHOCTEH
Bapkepa, a mmeHHO 3HaueHWH Ko3(duIMeHTa B3aMMHON KOPPESIHUU MEKAY CHUTHAIBHBIMH COCTaBIISIONIIMH B
CHCTEME CHT'HAJIOB, IIOCTPOCHHOI Ha OCHOBE 0000IIEHHBIX OMHAPHBIX IocienoBarensHocTell bapkepa. Takue cucrembl
TIOCIIE/IOBATENIFHOCTEH 00eCIeunBalOT HU3KUA MaKCHMAIIbHBIH ypPOBEHb OOKOBBIX JICTIECTKOB CHTHajla IOCIE HX
B3aMMHOW  00paboTKM  (MYJBTUIUTMKATUBHAS  KOMIUIEMEHTapHOCTh), OJHAKO WX B3aHMMHOKOPPEISIIMOHHBIE
XapaKTepPUCTUKH TaKke MOTYT BIMATh HAa KauecTBO (DYHKIMOHMPOBAHUS PAJUOTEXHHYECKUX CHCTEM U CHUCTEM
00paboTKM CcUrHajuoB. B craThe MpoaHaIM3UpOBaHBI ISITH CHUCTEM CUTHAJIOB C Pa3HBIMU CTPYKTYpaMH, KOTOpbIE
MOCTPOEHbI Ha OCHOBE OOOOIMIEHHBIX OWHApHBIX mocnenoBarenbHocTel bapkepa. IlpencraBieHHBbIE pPE3yabTATHI
MOKa3aJM, YTO CHTHAIBHBIE COCTABJIONIME HAa OCHOBE OOOOINEHHBIX OMHApHBIX TOCieqoBaTenbHOCTEW bapkepa
XapaKTepU3yITCS OTHOCHTENIBHO BBICOKMM YPOBHEM B3aWMHOH KOPPENSIHU, KOTOPBIA [UIi CHUCTEM CHTHAJIOB,
MOCTPOEHHBIX Ha OCHOBE HE Ooiiee 4eM BOCHMH IIOCIIEJOBATEIbHOCTEH, MOXET OBITh OXapaKTepPHU30BaH TUIIOBBIM
3HAYEeHHEM KOI(PUIMEHTa KOPPESIIUU MEXAY pa3HbIMH CHTHAJIBHBIMHU COCTaBISIIOIIMMHE, paBHbIM 0,25. Otor dakr
OIpaHMYMBAET HCIIOJIb30BAaHHE OOOOMIEHHBIX OWHAPHBIX IOCIEAOBATENFHOCTEH bapkepa B HEKOTOPHIX CHUCTEMax
(manpumep, CDMA) n3-3a HEBO3MO)KHOCTH Ka4ECTBEHHOI'O PAa3/eNICHUs] CUTHAIIBHBIX COCTaBJISIONIMX, WIN TpeOyeT
YCOBEpIIEHCTBOBAHUS TAaKUX CHCTEM C Ielbl0 YuéTa B3aUMHOM KOppENAlUH, KOTOpas CYILECTBYET MEXAY
CHUTHAJbHBIMU COCTaBJIIONIMMH. B craThe Takke OIpeAeneHbl M II0Ka3aHbl CHUCTEMbl OOOOIIEHHBIX OWHAPHBIX
nocneioBarenibHocTell  bapkepa ¢ HauMMEHBIIMMH MaKCHUMAJIbHBIMH aOCONIOTHBIMH 3HAa4YeHHsIMH Kod(d¢uimeHra
B3aMMHOW KOPPEJISAIHH.

KaroueBsbie cioBa: 00001EHHbIE OMHAPHBIE TOCIENOBATEILHOCTH bapkepa; KOppensiOHHBIE CBOWCTBA; B3aWMHas
KOppeIsiust; 00paboTKa CUrHANIOB; OOHApY)KEHHE CUT'HAJIOB; aHAJTU3 CUTHAJIOB.
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