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Abstract—The possibility of imitation modeling of automatic recovery of a computer fault-tolerance
system, whose elements have additional hardware and software redundancy in case successive failures, is
considered on the base of a directed probabilistic graph whose tops correspond to possible states of the
system, and the arcs between them determine the probabilities of transitions from one state to another,
the arc length determines the random time of automatic recover, statistical characteristics of the recovery
process are determined on the base of passage of the routes along the probabilistic graph from initial top

to the final one.

Index Terms—Fault-tolerance system; failure; recovery time; probability of recovery; directed graph;
imitation modeling; automatic recovery, hardware and program reserve; transition time; failure

localization.
I. INTRODUCTION

Fault-tolerance structures of avionics must
provide a high level of automation at all stages of
flight: at the route, automatic approach and landing
on a III category ICAO, automatic control by a run
after landing [1]. Fault-tolerance computer system
processes information on board of the aircraft in real
time and with a high degree of probability should
guarantee that the failure of the system (or
functional module) will be detected and localized
with the subsequent recovery of the database and the
computing process.

The quality of the such system can be estimated
by the probability with which it guarantees
automatic recovery in case of failure of individual
elements, average recovery time of the functional
modules and the system as a whole, by the number
of failures of elements, which still maintain the
functionality of the system unit (failure of the i-th
multiplicity), which is equivalent to the number of
operational states of the system in case successive
failures. The number of such failures determines the
survivability of the fault-tolerance system.

In accordance with the requirements for fault-
tolerance structures of avionics it is necessary that
all functions continue to be performed for 250 hours
after the first failure with a confidence level of 0.99.

II. PROBLEM STATEMENT

In accordance with the strategy for the
development and implementation of perspective
fault-tolerance system of avionics it should be
provided possible to delay the maintenance
procedure until the aircraft returns to the main base,

which in turn will allow for the implementation of
the planned maintenance intervals. It is evident that
such concept can be achieved only by keeping the
failure in a given time interval after its detection and
localization. Repair of the system for the period of
its short-term operation is not expected.

Thus, although redundancy of system
components is necessary, however, the main
emphasis is placed on the wider use of keeping
failure techniques, which allows other functional
elements to continue functioning in the presence of a
fault. The basic properties and characteristics of
fault-tolerance systems are considered in [2].

In general any fault-tolerance system may be
described by the state graph. Then it is obvious that
at the design stage of such systems it is necessary to
evaluate the reliability characteristics of the systems
at a certain time interval of possible operation.

III. PROBLEM SOLUTION

For quantitative evaluation of functioning fault-
tolerance computer system mathematical model in
the form of a directed (oriented) graph of the process
of automatic recovery of a system that has an
appropriate level of redundancy can be used.

Such representation of the system functioning
process allows to determine the following
characteristics by means of imitation modeling.

The main parameters of fault tolerance are:

— recovery time during which the performed
function will recover from failure,

— system response time to failure detection and
performing the necessary reconfiguration.

In case of failure of the backup module, the
system can go into state of failure that should be
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reflected by the corresponding transition line (arc) in
the state graph.

In general case, the graph may show the recovery
process of a separate functional module, which has
additional hardware and/or software to back up its
elements, and the entire system.

It is evident that the transition time from one
state to another is a random variable. After each
failure of any element, the operability of the fault-
tolerance system is recovered (that is a certain route
is implemented) in a certain random time t . with

the distribution function F(z, ). There is a critical

(permissible) time T, L0 TECOver system operation

in real time, the excess of which means its failure.
The probabilities of branching along the arcs of
the graph p, can be determined in accordance with

the proportion of equipment controlled by means of
hardware and software control. It is possible to set
the scatter of these probabilities with some given
variance, but so that p, +p, =1.

The block diagram of imitation modeling for the
recovery process of a certain functional module is
shown in Fig. 1.
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Fig. 1. Block diagram of imitation modeling for the recovery process

Such reliability indicators are determined as the
average time and the probability of recovery in a
given time. The maximum permissible recovery time
for 7, is known.

The probabilities of transitions from those tops
of the graph that have two outputs are also known
(imitation of a logical element). Obviously, the only
output of the operating element (state with a single
output) is activated with a probability of one.

The length of the arc of the graph is determined
by the time between two corresponding events
(states) in the computer system. This time is a
random value and when modeling is realized in
accordance with a given distribution law.

Statistical characteristics are determined as a
result of multiple passages of those or other routes of
a probability graph. The number of such routes
determines the volume of modeling M. If the route
length is greater than 7, then this realization of

route is excluded when calculating the average time
and the probability of recovery:
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where N is the number of successful route
realizations for which the recovery time is less than
the permissible value.

Blocks 1-11 define various realizations of routes
on a probability graph. The accumulative adder
14 determines the recovery time of the ith route, and
adder 21 determines the total time of successful
recoveries. The reversible counter 13 fixes the
number of successful recoveries N, and counter
12 fixes the volume of modeling M. The generator
7 forms a continuous random value with a uniform
distribution law on the interval [0; 1]. The generator
17 forms a continuous random value with a given
distribution law, which determines the random time
between neighboring states (tops).

In block 2 the values of the transition
probabilities are stored in accordance with the
sequential numbers of the tops of the graph. For
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example, in the first cell that corresponds to the top
Z, (top number 1) the smallest transition probability
value (p1» or pj3) is written, and the value in the
second memory cell is either p,s or p,s, one is
written in the fourth cell (corresponding to the fourth
top) and etc., Fig. 2.

Fig. 2. The directed graph of recovery process

In block 3, the smallest top number of the graph
is written, which is connected with the current top,
and in block 4 the second top number is written,
which is connected with the current top (in the
absence of such top, zero is written.

Let, for example, at the output of block 3 the
code of the current top Z; is set, and ps 4 < p;3,;. Then
at the output of block 2 will be set the value p5,, and
at the output of block 3 will be set number £, at the
output of block 4 will be set the number /, i.e. the
numbers of the tops which are connected with the
current top with number Z;.

Thus, in three memory blocks a specific
probabilistic graph is written. For another graph
memory blocks are overwritten.

When the signal “start” is applied at the control
input of block 1, the first top code Z; of graph
appears at its outputs, which sets on the outputs of
memory blocks respectively: the probability value
p12 (under the condition that pj; < pi3), the code of
the number 2 (block3) and the code of the number 3
(block 4). Besides, the signal from the output of
register 1 using the former 5 launches the generator 7,
at the output of which a random value r; appears
from the interval [0; 1]. If ; < p1,, then this means
that an arc was realized in the graph, which
corresponds to the transition probability p;, (in
another case the arc p3 is realized). Then for the

case r; < pi» a signal appears on the first output of
the comparator 6, which allows the code of the
second top number to pass through the coincidence
scheme 8. The signal at the second output of the
comparator blocks coincidence scheme 9.

If » > p1, then the second output of the
comparator 6 is activated. Besides, the signal from
the corresponding output of block 6 through the
element OR 16 is applied to the input of the
generator 17, activating at its output a random value
that is equal to the length of the arc of the graph
between the states Z; and Z,. This value is applied to
the information input of accumulating adder 14.
Next, the code from the output of block AND 8
through the OR 10 (at the output of block 10 the
code of the current graph top is generated while
passing the route) is applied to the information input
of register 1 and then is transmitted to the address
inputs of all memory blocks. Then, at the input of
block 2 the code py (P24 < p2s) is set, at the outputs
of blocks 3 and 4 the top codes Z, and Zs are set.

If , > p»4, then the code of top Zs is transmitted
to the output of block 10 and then this top becomes
the current top, etc.

After passing the route, the code of the last top
Zn is set at the output of block 10 and the code
corresponding to the recovery time for the
implemented route is created at the output of the
adder 14. If its value does not exceed the allowable
value, which is set by block 20, then a signal appears
at the output of block 19 which rewrites the contents
of adder 14 wusing the register 18 into the
accumulating adder 21. Otherwise, the signal
appears on the other output of block 19 and sets the
register to the zero state and subtracts one from the
content of the reversible counter 13. Besides, the
current top number at the output of block 10 is
applied to the input of comparison block 11 where it
is compared with the code of the last top Z,, which
comes from block 15. If the codes match, then a
signal appears at the output of comparator 11 which
adds one to counter 12 and the reversible counter 13.
Next this signal sets the adder 14 in the zero state
and the code of the first top Z; is written in
register 1. Further process repeats.

Thus, at the output of accumulative adder 21 the
current sum of the recovery time of all successful
routes is set, so that at the outputs of blocks 22 and
23 the current estimates of the average time and
probability of recovery are obtained, which are
reflected in the indicator.

The considered work algorithm can be realized
both in hardware (like in Fig. 1) and in software.
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IV. CONCLUSIONS

During the design and development stages of a
fault = tolerance system many parameters of the
recovery process are unknown. Their estimates can
be obtained after carrying out imitation modeling of
the system represented by directed graph of states,
while it is possible to vary the types and parameters
of the distribution laws of time intervals in
accordance with physical considerations.

Analysis the recovery process of the entire

for each module in order to determine their potential
possibilities and the respective redistribution of
hardware and software means of control. Considered
principle of imitation modeling can be used for any
complex computer system.
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system, represented by a superposition of individual
functional modules, each of which has its own
means of recovery, can be carried out by
decomposition. Besides a comparative estimation of
the quality of the recovery process can be carried out
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0. A. 3esnenkoB. ImiTaniiine Mone10BaHHs MPoLeCy BiTHOBJIEHHsI 00PTOBOI BIAMOBOCTIiiiKk0l 00YHCTI0BATILHOI CHCTEMHU
Po3risiHyTO MOXIIMBICTH IMITAI[IHOrO MOJENIOBAHHS IPOLECY AaBTOMAaTHYHOTO BiJHOBJIEHHSI BiJIMOBOCTIHKOI
00YHMCITIOBAIILHOT CHCTEMH, €IIEMEHTH SIKOI MaroTh JOJIATKOBE arapaTHEe Ta MPOrpaMHe Pe3epBYBAHHS IIPH MOCIITOBHIX
BiIMOBaX, Ha OCHOBI OPIEHTOBaHOrO MMOBipHICHOrO rpada, BEPIIMHU SKOTO BiINOBINAIOTH MOXJIMBAM CTaHaM
CHCTEMH, a OYTM MK HAMH € HMOBIPHOCTSIMH II€PEXOJiB BiJl OMHOTO CTaHy O IHIIOTrO, IPH I[bOMY JOBXHHA JyTH
BH3HAYA€ BUIIAJKOBHHA Yac aBTOMATUYHOTIO BiJJHOBJICHHS; CTaTUCTUYHI XapaKTEPUCTUKU TIIPOLECY BiJAHOBIEHHS
BU3HAYAIOTHCSl HA OCHOBI MPOXO/KEHb MAPIIPYTIB Y310BXK HMOBiIpHICHOTO rpada 3 Mo4aTkoBoi BEPUIMHH JI0 KiHIIEBOI.
KirouoBi c1oBa: BimMOBOCTIlKaA cHCTeMa; BiIMOBA; Yac BiHOBJICHHS, IMOBIPHICTh BiTHOBJICHHS; OpI€HTOBaHUH Tpad;
iMiTaIlifiHe MOJCIIOBAHHS, ABTOMATHYHE BiJHOBJICHHS, amapaTHE 1 NpPOTrpaMHE pE3CpPBYBAHHsI, Yac IEPEXONY;
JIOKaJTi3ais BiIMOBH.
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