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Abstract—In this paper problem of smooth fixed-wing unmanned aerial vehicle path following is
considered, when the reference path is the linear piecewise trajectory having points of discontinuity with
abrupt changing of the heading angle. The ultimate goal is suppressing deflections of the state vector
components, which are dangerous from the flight safety viewpoint, taking in consideration full
mathematical model of the inner attitude control loop. The inner attitude control and outer guidance
systems consist of the simplest commonly used elements like PD-controllers, washout filters and phase-
lead compensators, which parameters have to be found by robust H, | H -optimization based on genetic

algorithms. In order to avoid over-parameterization of optimization procedure, we propose to solve this
problem using its decomposition by two consecutive stages: finding optimal parameters of inner loop at
the first stage, and then finding optimal parameters of outer loop at the second stage. We propose to use
low pass filter for reference roll signal conditioning, in order to obtain unmanned aerial vehicle smooth
pseudo-Dubins flight path. Simulation of unmanned aerial vehicle flight in calm and moderate turbulent

atmosphere proves the efficiency of proposed design method.

Index Terms—Attitude control; flight path control;

H,/H,_ -optimization; sensitivity function;

complementary sensitivity function; genetic algorithms.

I. INTRODUCTION

Nowadays unmanned aerial vehicle (UAV) path
tracking problems are one of the most important
areas of the Unmanned Systems Technologies, and it
attracts huge attention of researchers [1] — [5].
Description of all known path-tracking algorithms
(PTA) given in [1], [3], and [4] represents two main
types of these problems: straight line following and
circle following (loitering). In both these cases, the
dynamics of inner closed loop contour
“autopilottUAV” was either neglected [3] or the
simplest approximation by the 2nd order linear
system was assumed [1], [4]. If we consider the
simplest single straight line following, this
assumption can be quite acceptable. It could be also
accepted in the loitering case, because the circle
reference track (RT) is smooth and differentiable in
any point. However, if the RT is linear piecewise
trajectory consisting of several straight-line
segments located with different heading angles, then
in the transition points from one segment to another
the discontinuities of RT arise. If the UAV linear
attitude dynamic model is described with complete
set of the state variables, including dynamics
ailerons and rudder actuators, then these
discontinuities cause huge transient deflections of
the UAV state variables, which are incompatible
with flight safety requirements, especially when the

heading angles increments are significant (for
instance, for closed rectangular RT these increments
equal + mw/2rad). Example in [5] shows that
deflection of sideslip B and roll ¢ angles in this case

exceeds all acceptable values. Capability of smooth
transition from one segment to another with
acceptable values of all UAV state variables is called
dynamic feasibility in [9]. This capability cannot be
proved using simplified model of the UAV inner
contour of attitude control, so achieving of dynamic
feasibility is one of the goals of this paper.

There is another reason to use complete model of
the UAV attitude control loop. As it is known any
UAV flight is performed in the conditions of the
turbulent atmosphere, which is simulated by Dryden
model [1], [6]. Including the sideslip angle B and the

yaw rate » in the UAV state space model is necessary
condition for evaluation of the turbulent wind
influence on the UAV guidance system [1], [6].
Finally, it is necessary to notice that in the
majority of practical cases in the UAV inner control
loop traditional PD and/or PID controllers are
applied [1], [5], [6] and [7]. Note also that in a case
of transition from one straight-line segment to
another, for PID controller it is necessary to reset
integrators after each switching to new segment [9].
That is why from practical point of view it is
expedient to consider attitude control system with
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given structure consisting of PD-controllers,
enhanced with the simplest 1st order phase-lead
compensators [5] — [7] to improve dynamics of the
inner loop. However, the parametric optimization
proposed in this paper, based on results of [5], [7],
[8], could be applied in more complicated cases of
given control system structure.

II. UAV MATHEMATICAL MODEL, CONTROL
SYSTEM STRUCTURE AND PROBLEM STATEMENT

It is assumed that the path tracking process is
considered in the horizontal plane, when the UAV
altitude is constant. Therefore, we use the model of

the UAV lateral motion dynamics, which is
represented by following set of equations
xX=Ax+Bu+B_ g,
TS x(0)=x,, (1)
y =Cx,
where x= [[3, ¢, p, 1T, VY, e, ]T , u:[Sa, SV]T,

g:[[?)g, rgT, y:[B, ¢, p, T, VY, e, e'd]T are
the state, control, disturbance, and observation
vectors respectively, B, ¢, p, r, y, e, are sideslip
angle, roll angle, roll rate, yaw rate, yaw angle and
cross track error respectively, J,, 6, stand for

Eq

deflections of ailerons and rudder; and, eventually,
A4,B,,B,,C stand for the state propagation, control

input, disturbance input and observation matrices
respectively.

Numerical values of these matrices entries for
certain UAV benchmark model [11] are represented
below. It is considered that UAV flies in a light
turbulence. In this case disturbance vector g in (1)

affecting the lateral motion of the aerial vehicle, is
represented as the output of well-known Dryden
forming filter [1], [6], having input signal as unit
white noise g, and output signals: the sideslip angle

T. The

transfer functions of Dryden forming filter used in
simulation to account external disturbances are well
known and are given in [1], [6]. Block diagram of
the closed-loop UAV guidance system is shown in
the Fig. 1, where “Dryd.”, “UAV”, “PTCL” stand
for Dryden filter, unmanned aerial vehicle, and path
tracking control loop respectively. Block “UAV”,
encompassed with inner loop feedback, “PTCL” and
flight management system are forming outer path
tracking loop, which is depicted in Fig. 1 with
bold lines.

g’ rg

B, , and the yaw rate 7,, so that g = [[3

Ew E’g . >
> PTCL
—p Drvd.
i : ‘fref RT Yf
€4 Prer =
Ve ® ¥ I
_ ILPF |e=- GC
0y UAV
—»  Ac.Ail » P Xyav 14 Yuav
L »( Ail.Cont. NS
Oy B
| AcRud. |y
r l
Rud.Cont..

Fig. 1. Block diagram of the closed-loop UAV guidance system

Flight management system includes following
blocks: Reference Track (RT), Navigation System
(NS), Guidance Commander (GC), and Low Pass
Filter (LPF). Comparing current UAV position in

(XuavYoay)  with
corresponding points on RT (X RT’YRT) (Fig. 2), the

given navigation frame

GC producing switching commands for transition
from the current segment of the linear piecewise RT
to the next one.

This switching generates abrupt increment of the
roll reference value ¢, thus causing enormously
large UAYV attitude changing. In order to alleviate
this problem, the Low Pass Filter (LPF) is applied.
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Inner contour consists of aileron controller-
“Ail.Cont.”, rudder controller —‘Rud.Cont.”, aileron
actuator — “Ac.Ail.”, and rudder actuator — “Ac.
Rud.”; they are depicted with thin lines. These two
closed loops create UAV Guidance and Control
system. The PTCL represented in this paper is based
on results obtained in [4]. As a control input for
outer loop it uses a lateral linear acceleration, which
is derived via current and predicted cross-track error
[4]. The guidance system of UAV selects the
reference point (pseudo-target) on desired path and
then generates a lateral acceleration signal based on
reference point using guidance control algorithm [4].
The reference point lies on the desired UAV
reference track at a distance (L,;) ahead of the
vehicle, as shown in Fig. 2. In accordance with [4]
the lateral acceleration command is determined by
following expression:

2 .
aycommd = 2V_ e_d + e_d b (2)
L,\L, V

where V' is a vehicle speed; L, is the distance from
the UAV to the pseudo target; e, is a cross-track

error, and «a is the acceleration command

ycommd
signal. Note that value L, is unknown from the very

beginning. It is known that lateral acceleration is
connected with roll angle as

a,=go, )

where ¢ is the UAV roll angle, g is the gravity

acceleration. Combining (2) and (3), the reference
command for the roll angle control system will take

the following form:
2 .
=2 4 & + G , 4)
gL\L, V

is the reference roll angle for the inner

loop of the overall guidance system. Note that
expression (4) is traditional PD control law for the
PTCL. So the control problem at the 1st stage
consists of the parametric optimization of the inner
loop attitude control in order to obtain its robust
suboptimal performance for following the command
roll angle signal. In order to improve path-tracking
algorithm it is proposed here to augment the control
law (4) by heading error components [3]:

(pref

where @,

V:ile, ¢, ( dA\pj
=2 44 K, Ay +K 5
(Pref ng [L VJ \V dy ( )
where Ay =y, -y, and v ,y,,, stand for

heading angle of the current reference track segment

and current UAV heading angle respectively. It is
necessary to notice that for obtaining desirable
bandwidth of the closed-loop system it is useful to
augment control law (5) with phase lead compensator
[2], [6], and [7]:

K s+1

W, (s)=—"""" K >K,, 6
p(5) Ko 7R (6)

which is connected in series with (5).

UAV (Xiav,

Tav)

(AzT. TR1)
Pseudo-target
Reference track

Fig. 2. Illustration of UAV guidance principle

The attitude control inner loop includes two
controllers in ailerons W, _(s)and rudder W _(s)

channels, having following transfer functions [2],
[6], and [7]:

W;@—?]S“ (KK, o) p)]' s ()
W,(s) = {(K +K,, TTil Ls }[B(s) o)

®)

In order to minimize the angular deflection in the
transient processes arising due to transition from one
straight-line segment to the next one it is necessary

to find such values of parameter vector K ,. for
attitude control:

Koo =K, Ky K, K Ky Ky T 1, (9)

nl»

which is the solution of the following optimization
problem:

Find: K. =argmin J. (K ),
AC ) K, AC (10)
Subject to: K,.€D,,

where J_(K,.) is some composite performance
index, which will be defined below and D, is the

admissible domain in the adjustable parameter space,
which is determined by the closed loop system
stability conditions [5], [7], [8]. High dimension of
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the mathematical model of the closed-loop system
and large amount of adjustable parameters, which are
sought for, induces appearance of multi-extremal
optimization problem. In order to alleviate this
difficulty the genetic optimization algorithms are
applied to solve optimization problem (10).

Now it is necessary to notice that dimension of
problem, which includes dimension of UAV
mathematical model (1) and dimensions of
mathematical models of actuators and controllers (5)
—(7), is very high. Also the dimension of adjustable
parameters vector including parameters of inner loop
control law (7) — (8) and outer loop control law (5) —
(6) is also large. In order to avoid over-
parameterization problem, to improve divergence of
optimization procedure and to make it feasible for
practical cases, it is proposed to decompose this
problem by two stages: the Ist one is the robust
optimization of the inner loop (attitude control) and
the 2nd one is the robust optimization of the outer
loop (path-tracking). The 1st stage of the
optimization problem is designated to find
parameters defined by expressions (8), (9). Both
these stages use genetic algorithms.

The 2nd stage of the design procedure for outer
loop includes appropriate choice of parameters of
the control law (5), (6) based on H,/H,_-
optimization, and appropriate conditioning of the
command signal ¢, in order to obtain smooth

transition from one linear segment of the reference
track to another. The choice of parameters uses
aforementioned optimization procedure (9), (10) for
outer loop, considering inner loop with constant
known parameters obtained at the 1st stage. So at the
2nd stage the role of controlled plant will play the
closed inner loop, and finding parameters of PTCL
(5), (6) will be done as in previous case.

III. TWO-STAGE DESIGN OF ROBUST UAYV PATH
FOLLOWING SYSTEM

As it follows from the previous item, it is
necessary to define composite performance index
J. (I? ,c) appearing in (8) for roll control inner loop.
We have to notice that output vector Y for inner
loop have the following form: Y =[B, ¢, p, r]T

(other state variables appearing due to controllers
(5), (6) and actuators are not measured), and
matrices of the state space model (1) of inner loop

A,B,,B,,C,D have corresponding dimensions.

Following the procedure of the H,/H_ -

optimization successfully applied in many similar
cases [5], [7], and [8], we define performing index

J.(K ) as follows [7], [8], and [10]:

kIS(j(D:'Q:I_{AC)

J(K ) =|MT (o, 0.K )
U (11
7\'3,I<(]('0:'R:I<AC) ©
+ 7\‘4 HWgz (](09 'Q: I_{AC)”2 + PF(I_{AC)’

where A ,A,,A;,A, are weighting coefficients,

S(jma'QaKAC)a T(jma'QaKAC): K(jma'RaKAC) are
sensitivity, complementary sensitivity and control
sensitivity matrices respectively [10], M., Azl
stand for H - and H,-norms of corresponding
matrices. The block matrix consisting of weighted
matrices S, T, K represents “stacked approach” to
the mixed sensitivity minimization [10]. Other
notations in (9) are following: W_( jo,0.K )
stands for transfer matrix from disturbance g to
weighted output z=Q-Y; Q,R are weighting
matrices for output and control vectors respectively.
Eventually PF (I?) is the penalty function in order

to keep all components of vector K 4c Within the
stability domain in the space of adjustable
parameters (9) during each run of the optimization
procedure (10). This penalty function restricts the
location of the eigenvalues of the closed loop system
state propagation matrix A, for given vector K 4C
within a trapezoid in the left complex half-plane,
defined by system stability margin, bandwidth, and
system oscillativity [5], [7]. The penalty for
violation these borders is determined by the
following expression:

0: lf dm = dm]’

P 1+ cos Md, =dy) ,
2 dm] _dO

P, if d,<d,,

PF(dyn)= 12

if d, <dn <dm,

where d, = mini|eigi(Ad)—d0 , i=1,...,n is the

minimal distance from ith eigenvalue to one of the
borders, determined for set of all eigenvalues
eig,(4,), d, is the corresponding point on the
the
PF(dn)#0, P 1is a very large value (for example
P= 10*...10% [5], [7]. This penalty function
determines admissible domain in the adjustable
parameter space D, , appearing in (10).

given Dborder, d,; is segment, where

st
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Interactive procedure (10) based on genetic It must satisfy two following conditions: the velocity
algorithm with performance index (11), (12) is and acceleration at the beginning of transient process
running several times with different values of must be equal to zero, and the bandwidth of filter
weighting matrices Q, R and weighting coefficients must be less than the bandwidth of the outer contour
with PTCL (5), (6). In accordance with initial value
theorem of Laplace transform the 3th order LPF will
be proper for this goal, because the first 2 derivatives
(velocity, acceleration) of output signal equal to zero
at the beginning of transient process. Therefore, LPF
transfer function looks as follows:

Apshy, Ay, A, until designer will find the compromise

between robustness and performance, which can be
characterized by appropriate values of estimations of
some state variables, which are critical from the
flight safety viewpoint.

As it was stated before at the 2nd stage we have

to find vector of unknown parameters for PTCL (5), 1

_ W, op(s)= .
6) K, : 1er (5) s> +ms’ +mys +1

(15)
K,, =[X,.K,.K, .K, .K,.K;], (13) As far as LPF is applied to the reference track

(RT) generation, it makes UAV track smoother,

where K, ,K, is the proportional and differential  filling the transition points of RT with circle-like
gains of control law (4). In this case the output fillets and making it similar to the Dubins flight path
vector of state space model of outer loop will have [1]. This LPF was used in simulation; however, the

the following form: Butterworth filter might be also successful alternative.
. Speaking about the bandwidths, it is necessary to note
Yoo =[r, v, e, ¢]. (14) that on the one hand, the LPF bandwidth must be less

o ] ) ) than outer loop bandwidth, but on the other hand,
Considering the inner loop with numerical values  poth of them might be wide enough in order to

. . t
of adjustable parameters, which were found at the 1° provide minor time of switching from one segment to
stage, as mew controlled plant, we can apply the next one. The reasonable trade-off between these

previously described H, /H, - optimization  two requirements can be achieved by the choice of
procedure in order to find unknown parameters for transfer functions coefficients of LPF (15) and phase-
K, (13). lead compensator PLC (6).

At this stage it is necessary also to find IV. CASE STUDY

parameters of the low-pass filter (LPF, see Fig. 1),
which is used for command signal conditioning. It is
inevitable from the point of view of the RT dynamic
feasibility. In order to avoid unacceptable deflections
of all state variables in the moments of transition
from current straight-line leg of RT to the next one, it
is necessary to determine the LPF transfer function.

To demonstrate the efficiency of the proposed
approach, we use a lateral channel of the UAV
Aerosonde [11] as a case study. The cruise flight
with true airspeed equals ;= 26.0 m/s at the altitude
200 m is simulated. The linear state space model (1)

is represented by matrices [A, B,C] :

_ - _ - 1 0 0 0 0 O
-0.72 1.07 -2598 981 0 O -1.6 4.08
0 1. 0 0 0 O
—-4.74 -2331 1122 0 0 0 -140.33  2.52
60 0 1 0 0 O
077 -3.02 -1.17 0 0 0 -5.53 2578
A= , B= ,C={0 0 0 1 0 O
0 1.0 0 0 0 0 0 0
0 0 0 0 1 O
0 0 1.0 0 0 0 0 0
0 0 0 0 0 1
26.0 0 0 0 260 0 0 0
- - - - 26 0 0 0 20 O
(16)
The transfer function of the Dryden filter as well  corresponding matrices of state space model
as its parameters for a case of a moderate turbulence A, .,B. ,C. produced from (16). Following

at low altitude are given in [1, p.56]. The inner loop

igh i R in (11 he final f th
H, /H_ - optimization (10) — (12) was performed weight matrices Q, R in (11) at the final run of the

genetic optimization procedure were used:

. T
with output vector Y=[B, ¢, p, r]' and R=001-cye(2), O=diag[0.40.70.90.4].
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After running this procedure, the following
numerical values of the adjustable parameters vector

K 4o (9) were produced:

K, =[3.05,7.51,0.67,2.82,1.15,
2.01,0.8,0.16].

(17)

At the 2nd stage of the design procedure we
define the dynamic feasibility conditions, which
must be imposed on the maximal magnitudes of
angles and cross-track error in transient processes, as
follows:

|B e | < 10°,

<45°,

0, 8a| <10°,
(18)

|5r] < 6°, <20m.

ed max

Satisfying inequalities (18), which define the
UAV flight safety is the ultimate goal of entire
procedure of path tracking system design.

The structure of the guidance command system
(GC) is described in [5] and is not given here for the
sake of brevity. The output vector for the path-

tracking loop looks as follows: Y, =[r, vy, e, e'd]T.

The matrices of the state space model of outer loop
A, ,-B,,,C,, are not given here due to their high

out > out® out
dimension. Using parameters (17) as known for the
inner loop, we can perform H, /H_- optimization

(10) — (12) for outer loop. The result of this
procedure is represented by following numerical

values of vector I?PT components (13):

K, =[0.3, 0.15, 0.035,

. (19)
0.175, 0.75, 0.02]

Now it is possible to choose parameters of LPF
transfer function (15) using Bode plot of outer loop
contour (see Fig. 1: from input ¢ ., to output @).
Choosing m, =5, m, =7 in (15), we obtain relation
between the bandwidth of system and bandwidth of
LPF represented in Fig. 3, where system and LPF
Bode plots are presented with black solid and grey
dashed lines respectively. It coud be seen that LPF
supresses high frequencies, thus producing smooth
response of system.

The simulation of path tracking system behavior
with parameters (17), (19) was performed for calm
and moderate turbulent atmosphere using Simulink
package. The implementation of Guidance
Commander GC for path tracking loop (see Fig. 1)
in Simulink is given in [5]. Initial conditions of
translational motion in the inertial frame (in meters)
equal [-100, 200] (Fig. 4a).

Bode Diagram
50 T T
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Fig. 3. Bode plots of path tracking system (solid, black)
and LPF (dashed, grey)
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Fig. 4. Results of path tracking system simulation in calm
atmosphere: (a) flight trajectory, where the grey solid line
represents actual UAV trajectory and black dashed line
shows reference track; (b) cross-track error e, in m
(black line) and UAV heading angley in deg(grey
line); (c) sideslip angle B (black line) and rudder
deflections &r (grey line), both in deg; (d) roll angle
¢ (black line) and aileron deflections da (grey line),

both in deg
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B(deg) and B(d: ‘g)

8a(deg) @(deg)
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(d)
Fig. 4. Ending. (See also p. 134)

4
Sa(deg)

150 200 250

From this Figure, it can be seen that the maximal
deflections of state variables produced by switching
from current path segment to the next one are
following:

1B | <42,

(pmax| <34°,

8a| <4,

5r| <3°,
(20)

<17m.

|edmax

Comparing (20) and (18) it is possible to
conclude that for the calm atmosphere the goal of
design procedure is achieved.

As we can see from Fig. 4a, including low pass
filter in the command switching for transition of
current segment of reference track to the next one
leads to the circle-like fillets between these
segments, thus creating Dubins-like UAV path. In
Figure 5 results of path following process simulation
for UAV flight in moderate turbulent atmosphere are
represented.

The flight path obtained here has the slightest
distinctions from Fig. 4a, and that is why it is
impossible to notice difference between them in the
scales of Figs 4a and b.

J  Bldeg) and Bi(deg)

Fig. 5. Results of simulation in turbulent atmosphere: (a) roll angle ¢ (black line) and aileron deflections da

(grey line), both in deg, (b) sideslip angle B (black line) and rudder deflections &r (grey line), both in deg.

The same we can say about track error e, and
the heading angle Y. So corresponding results are
not shown in Fig. 5. Only plots of ¢, da, 3 and or

are worthy to be shown here. This Figure shows that
requirements (18) are also satisfied in a case of
turbulent atmosphere.

VIL

Based on the results of the work, the following
conclusions can be drawn.

1) UAV smooth path following the linear
piecewise reference track requires taking in account
complete mathematical model of the closed-loop
attitude control system with known structure
incorporated in the path following control system.

2) In order to avoid the over-parameterization
problem in performing of robust H, /H_ - optimiza-

CONCLUSIONS

tion procedure for entire system, it is proposed to
decompose this procedure by two sequential stages
consisting of optimization of the inner loop (attitude
control) and then optimization of the outer loop
(path following control).

3) In order to achieve dynamic feasibility of path
tracking system in the switching processes for
transition from current linear segment to the next
one we propose to include low pass filter in the
switching  algorithm for reference  signals
conditioning. The bandwidth and parameters of this
filter can be determined after finding of all
parameters of two contours path following system.

4) Efficiency of proposed design procedure was
proved by simulation of this system in conditions of
calm and light turbulent atmosphere.



A.A. Tunik, M.O. Lavanova Computer-Aided Design of Fixed Wing UAV Path Tracking System 135

REFERENCES [6] Prentice Hall International, 1990, 593p.

[7]1 A. A. Tunik, H. Ryu, and H.-C. Lee, “Parametric

Optimization Procedure for Robust Flight Control

System Design,” International Journal of Aeronautical

and Space Sciences. vol. 2, no. 2, pp. 95-107,

November 2001.

E. Schoemig and M. Sznaier, “Mixed H,/H o0 Control

of Multimodel Plants,” Journal of Guidance, Control

and Dynamics. no. 3, pp. 525—- 31, May—June 1995.

[9] G. M. Hoffman, S. L. Waslander, and C. J. Tomlin,
“Quadrotor Helicopter Trajectory Tracking Control,”
Proc. of the AIAA Guidance, Navigation and Control
Conf. and Exhibition, 18-21 August 2008, Hawaii,
Honolulu, pp.1-14.

[10]S. Skogestad ad I. Postlethwaite, Multivariable
Feedback Control. Analysis and Design, John Wiley
& Sons, 1997, 559 p.

[11JAEROSIM BLOCKSET. Version 1.2 User’s Guide

Systems,” IEEE 4th International Conference on Unmanned Dynamics, LLC No.8 Fourth St. Hood

Methods and Systems of Navigation and Motion dRiver, _OR 97031 (503) 329-3126 http://www.u-
Control (MSNMC). October, 18-20, 2016, pp. 25-30. ynamics.com

[1] Randal W. Beard and Timothy W. McLain, Small
unmanned aircraft: theory and practice. Princeton
University Press, 2012.

[2] G H. Elkaim, F. A. Pradipta Lie, and D. Gebre-
Egziabher, Principles of Guidance, Navigation, and
Control of UAVs, in “Handbook of Unmanned Aerial (8]
Vehicles”. Springer Netherlands, 2015, pp. 347-380.

[3] P. Sujit, S. Saripally, and J. B. Sousa, “Unmanned
Aerial Vehicle Path Following,” IEEE Control
Systems Magazine, vol. 34, no.l1, February, 2014,
pp. 42-59.

[4] S. Park, J. Deyst, and J. P. How, “Performance and
Lyapunov Stability of a Nonlinear Path-following
Guidance Method,” J. Guidance, Control, Dyn.,
vol. 30, no. 6, pp. 17181728, 2007.

[5] A. A. Tunik and M. M. Komnatska, “Robust
Optimization of the UAV Path Following Guidance

Received May 28, 2018.

Tunik Anatoly. Doctor of Engineering Science. Professor. IEEE Life Senior Member.

Aecrospace Control Systems Department, Education & Research Institute of Air Navigation, Electronics and
Telecommunications, National Aviation University, Kyiv, Ukraine.

Education: Kharkiv Polytechnic Institute, Kharkiv, Ukraine, (1961).

Research interests: robust control systems, flight control systems, integrated navigation systems, signal processing
systems.

Publications: 360.

E-mail: aatunik@nau.edu.ua

Lavanova Maryana. Master. Post-graduate student.

Aecrospace Control Systems Department, Education & Research Institute of Air Navigation, Electronics and
Telecommunications, National Aviation University, Kyiv, Ukraine.

Education: National Aviation University, (2012).

Research interest: control systems and processes.

Publications: 3.

E-mail: Lavanova.Marjana@ukr.net

A. A. Tynik, M. O. JlapanoBa. Komm’roTepHe NpoeKTyBaHHSA CHCTeMH TpaeKTopHoro kepyBanHs BIIJIA 3
(ikcoBaHuMH KpuIamMu

B cTarTi po3risHyTO 3a/1a4y MIAaBHOTO BiJICIIIIKOBYBaHHS €TaJOHHOI TPAEKTOPIT I OE3ITIIIOTHOTO JIITAILHOTO anapara
3 (hiKCOBAaHMMU KPHJIaMH, KOJIM €TaJOHHA TPAEKTOPIsl € KyCKOBO-JIHIHHOIO, III0 MA€ TOYKU PO3PHUBY 3 PI3KOIO0 3MIHOIO
KypcoBoro kyta. KiHIIEBOIO IUJUIIO € MPUAYIIEHHS BiIXWJIEHb KOMIIOHEHTIB BEKTOpa CTaHy , sIKi € HeOe3[eYHHMU 3
TOYKH 30py O€3IEKH MONbOTY, MPUHMAIOYH JI0 YBard MOBHY MaTeMaTW4Hy MOJEIb BHYTPIIIHHOIO KOHTYPY KyTOBOI
craOimizarii. BHyTpilHsS cucTeMa KyTOBOi cTadiTizamii Ta 30BHIIIHSA CHCTEMa TPAEKTOPHOI'O KEPYBAHHS CKIANAETHCS 3
HAMIIPOCTIIINX EJIEMEHTIB, IO 4YacTO BHKOPUCTOBYIOTbCS, Takux sK IlJ[-perymstopm, 3riamkytodi ¢ineTpu Ta
¢aszoBunIepemKAIOYl JIAHKY, NTapaMeTpH KOTpUX Oynu 3HalzeHi 3 gomomororo npouenypu H,/H_ - onrtumizanii, mo
0azyeTbcsl Ha TeHeTHYHHX airoputmax. 100 3amolirtu HaaMipHOI MapameTpu3alii NPOIEAypH ONTHMI3allil,
3alpOIIOHOBAHO BHPIIIUTH M0 TPOOJIEMY, BUKOPUCTOBYIOYM II pO3KIaJ Ha JBa IOCHIIOBHUX ETaIlM: MOIIyK
ONTUMAJBHUX MapaMeTpiB BHYTPIIIHBOIO KOHTYPY Ha IEPIIOMY eTalli, a MOTIM IOIIYK ONTHMAJbHUX IapaMeTpiB
30BHIIIHBOIO KOHTYPY Ha JPYroMy eTami. 3alpoliOHOBAaHO BHKOPUCTATH (IIbTP HU3BKUX YacTOT AJISl TIEPETBOPEHHS
€TAJIOHHOTO CHUTHAJIy KpeHy sl Toro, mo0 OTpUMAaTH TJaJKy NceBI0-/y0iHCOBCHKY TPaeKTOPil0 IMONbOTY
0€3ITIIOTHOTr O JIITaIbHOTO anapaTta. MoelltoBaHHs MOJILOTY O€3MMIOTHOT O JITaJbHOTO arapaTa B CIOKIiHHII Ta IOMipHO
TypOyJeHTHIN aTMocdepi T0BOIUTH epEeKTUBHICTh 3aIPOIIOHOBAHOI'0 METOAY MTPOCKTYBaHHS.
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A. A. Tynuk, M. O. JlapanoBa. KoMnbloTepHOe NPOEKTHPOBAHHE CHCTEMBI TpaekTOpHOro ynpasJjenusa BILJIA ¢
(prKCHPOBAHHBIMY KPBLILAMH

B cratbe paccMoTpeHa 3ajaya IUIABHOTO OTCIEXKMBAHUS STAJOHHOM TPaeKTOPUHU Ul OECIHIOTHOTO JIETaTeIbHOIO
anmapara ¢ (PUKCHPOBaHHBIMHU KPBUIBSIMH, KOT[a 3TAJOHHAs TPAEKTOPHS SBJISETCS KYCOYHO-TMHEWHOH, MUMEIoIIeH
TOYKHM pa3pblBa C pPE3KUM H3MEHEHHEM KypcoBoro yria. KoHeuHOW Ienplo SBISIETCS IOJAABICHHE OTKIOHEHUH
KOMITOHEHTOB BEKTOPA COCTOSIHUS, KOTOPHIE SBIISIOTCS OMACHBIMU C TOYKH 3PEHUS 0€30MaCHOCTH IOJIeTa, MPUHUMAs BO
BHUMAaHUE IOJIHYI0 MaTeMaTHYECKyI0 MOJENb BHYTPEHHETO KOHTYpa YyIjoBOW crabmnm3anuu. BHyTpeHHssT cucTema
YIIIOBOH CTaOMIM3alMK U BHEUIHSSI CHCTEMA TPACKTOPHOI'O YIIPABJICHHS COCTOAT U3 MPOCTEHIINX YaCTO HCIOIb3YEMBIX
AJIEMEHTOB, Takux Kak [1/[-perynsropsl, criaxusatomue GuibTpel U (a3zoornepexarolinue 3BeHbs, MapaMeTpbl KOTOPhIX
ObLIM HalifeHsl ¢ moMombio npouenypsl H, /H_ - onTuMmu3aimy, OCHOBAaHHOM Ha F€HETHYECKUX alropurMmax. YToOb!

n30exaTh Ype3MEpHOI MapaMeTpHU3aliy IIPOIEAYPhl ONITUMU3AIHH, IPEIOKEHO PEIIUTh 3Ty MPOOIEeMy, HCIIONB3Ys ee
pa3lioKeHne Ha J[Ba MOCIEN0BaTEIbHBIX ATala: MOMCK ONTUMAaJbHBIX MapaMeTpOB BHYTPEHHEro KOHTYpa Ha NEPBOM
JTarie, a 3aTeM IMOUCK ONTHUMAJbHBIX MapaMeTPOB BHEITHEro KOHTypa Ha BTOpOM dtane. llpemiaraercsi HCIOIb30BaTh
(GUIBTP HU3KUX YACTOT JUIsl PeoOpa3OBaHUs STAIOHHOIO CHUTHAJIA KPeHa, C TeM, YTOOBI MOJyYHUTh TIAJKYI0 TICEBIO-
JlyOMHCOBCKYIO TpaeKTOPUIO MojeTa OECIMIIOTHOrO JIETATeIbHOro anmapara. MoaenupoBaHue 1ojera 0ecmIoTHOTo
JIETATEeBHOI0 ammapara B CIHOKOHHOW M yMEpeHHOH TypOyleHTHOH arMocdepe HoKa3biBaeT S(PQPEKTUBHOCTH
IpeUIaraéMoro MeTo/a POEKTUPOBAHUS.
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