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Abstract—The article deals with the problem of radio electronic equipment failures model building. The
model adequacy checking is performed according to the simulation results. The simulation problem is
associated with the case when failures can be described by two-dimensional probability density function.
This distribution corresponds to the event when whole radio electronic equipment failure occurs only in
case of simultaneous failures of two structural units of the system. The article concentrates on two
methods for exponential correlated field formation. The analytical expression for two-dimensional
probability density function for correlated failures is presented in the article. The modeling results can be
used during the design of operation strategy according to the condition with diagnostic variables control
to determine the optimal time interval for preventive maintenance action realization.

Index Terms—Radio electronic equipment; operation system; statistical data processing; failure mode;

processing model; condition-based maintenance.

I. INTRODUCTION

Radio electronic equipment (REE) in civil
aviation is used to ensure the safety and regularity of
flights. In general case, REE consists of
communication, navigation and surveillance devices.
Each of these devices contains electronics units,
software and sometimes mechatronic units. During
REE operation failures can occur. These failures
reasons are associated with radio electronic
equipment wear, degradation process of electronic
and mechatronic elementary components, power
supply voltage instability, wrong actions of
maintenance staff, etc.

To provide REE operation efficiency we can use
the operation system (OS). In general, OS is the
system of systems. The aim of OS is the formation of
timely control and preventive actions regarding the
operation object to ensure its serviceable condition
[1], [2]- The OS consists of an operation object
(REE), documentation, resources, maintenance staff,
processes, etc.

II. LITERATURE ANALYSIS

Literature analysis shows that basic process
during REE operation is data processing. Procedures
of data processing can use measured variables
concerning useful information [3] - [5] and
reliability parameters [6] — [8]. In case of reliability
parameters processing, researchers try to solve two
problems: detection and parameters estimation.
Detection problems are associated with the analysis
of processes during radio system condition
deterioration. Estimation problems aim is to develop

efficient algorithms for reliability indices (mean time
to failure, availability factor, etc.) evaluation [9].

The data processing procedures are often
developed at the design stage. Experience of REE
intended use shows that not enough attention is paid
to the problems of operation systems design.
Attempts of methodological basis formation for
solving operation systems design problem were
made in [10].

In general, reliability data processing during
equipment operation is basis for timely decision
making. For example, one of the ways to do it can be
obtained on the multi-optional basis [11].

So it can be concluded that the REE operation
efficiency depends on the quality of reliability data
processing algorithms.

Il PROBLEM STATEMENT

The aim of data processing algorithms A is
reducing uncertainty during REE operation. It
should be noted, that the reduction of uncertainty
contributes to the operation system efficiency F
increasing. In general case, operation system
efficiency is a function

E = f(¥(ty), 2(t,ty, p(t), A), x(1)) 5

where p(¢) is a trend of parameters under control in
OS, ¢, is an initial time, y(¢,) is a function that
describes OS mathematical model at the initial time,
x(¢) are input influences that characterizes operation
conditions, z(t,t,, p(1),A) is a vector of influences
for OS.
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If trend p(¢) describes

researchers often consider the one-dimensional case
with one parameter under control (e.g., times between
failures of the whole system). But more difficult cases
exist, when p(¢) determines n-dimensional vector.

reliability indexes,

This situation is typical for the radio electronic system
that includes several subsystems, and the failure of
each subsystem separately doesn’t affect on the whole
system serviceability. A non-serviceable condition
occurs when all subsystems fail. In addition, failures
of individual subsystems are correlated. In this paper,
we consider the case when the serviceable condition
of REE is determined by its two subsystems
conditions.

Data processing algorithms A are necessary to
synthesize in such a way that

F (), 2(t,t,, p(2), ), x(1)) = maximum.

So this paper deals with the first step of data
processing algorithms design associated with the
simulation of correlated failures that described by
the two-dimensional exponential distribution.

III. CORRELATED FAILURES MODELING
AND ANALYSIS

Let us consider REE as two unit system. If one of
these units breaks down, then another unit operates
in a more loaded condition, but whole system
condition is serviceable. Dependence between
failures of two subsystems is characterized by the
correlation coefficient 7 .

For one unit systems, exponential distribution is
often used to describe times between failures of radio
equipment. For two unit systems, the distributions
are more complicated. Analysis of different
distributions for such situation was presented in
paper [12]. According to [12] we can use:

— Gumbel’s bivariate exponential distribution;

— Hougaard’s bivariate exponential distribution;

— Downton’s bivariate exponential distribution;

— Arnold and Strauss’ bivariate exponential
distribution;

— Freund’s bivariate exponential distribution;

— Marshall and Olkin’s bivariate exponential
distribution.

System reliability evaluation in case of bivariate
exponential and bivariate normal distributions was
considered in [13].

It should be noted, that multivariate exponential
probability density function can be generated from
correlated Gaussian random variables [14]. Example
of correlated Gaussian random variables formation
was considered in [15].

Let us consider the problem of samples with two-
dimensional exponential  distribution  f(x,y)
generation.

The first approach consists of four steps and is
shown in Fig. 1.

( Start )
v

Sample size N, parameters of
exponential distributions %, and A,

Formation of two independent
exponentially distributed random
variables u and v with parameters &, and 2,

Y

Calculation of dependent exponentially
distributed random variable v in accordance
with equation (1)

Y

Formation of uniform distributed in the
interval [0; 1] random variable w

A

Formation of two dependent exponentially

distributed random vanables x and v
random variables x and y /

according to the rule (2)

C End D)

Fig. 1. The first approach for the generation of samples
with two-dimensional exponential distribution

The samples in Fig. 1
accordance with the equations:

Y

The correlation fields of

are generated in

s, =ru, +N1-rv,, i €[, N]. (1)
s;, if w, <0.5, u;, if w, <0.5,

X = . Yi= . (2)
u;,if w, >20.5. s;,if w, >0.5.

Let us analyze the simulation results according to
this approach.

The correlation field of random variables u and
s for initial parameters A, =i, =1, N =10000,
r=0.5 is shown in Fig. 2.

The correlation fields of random variables x and
y for initial parameters A, =i, =1, N =10000 and
different correlation coefficients are shown in Fig. 3.
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Fig. 2. Examples of correlation field of random variables
uand s

The correlation coefficient for random variables u
and s in this particular case is equal to 0.512. But
there aren’t points below the line s=ru on the
Fig. 1. To eliminate this disadvantage we used step 3
and 4 in this approach of samples generation. The
correlation coefficient for random variables x and y

is equal to 0.201 and 0.740 (for Fig. 3a and b).

10

(b)

Fig. 3. Examples of correlation field of random variables
xandy: (@) r=0.2; (b) r=0.8

Simulation results for the wide range of initial
data showed that for the first approach of correlated
failures formation deviation of required and obtained
correlation coefficient is approximately 10 percent
(in the case when A, =2, ).

The probability density functions for simulation
results (presented in Fig. 3) are shown in Fig. 4.

(b)

Fig. 4. Probability density functions of correlated
exponentially distributed random variables: (a) » = 0.2;
(b)r=0.8

Analysis of probability density functions curves
gives us the possibility to conclude that correlation
coefficient increasing leads to probability density
increasing for plots when y=x. The decrease of
probability density along the line y=x is
characterized by an exponential law.

According to this conclusion to describe such
correlation fields, we can use Marshall and Olkin’s
bivariate exponential distribution. This distribution

has the following probability density function [16]
Ay(hy +Ag)e e Rty i <y
Fp) =10, (0 +hy)e TR E x>y,

—(A+Ahy+Ag)x : _
Ay TR x =y,

where x>0, y>0, A, >0, X, >0, A;>0. In this
equation A, is a parameter that depends on the

correlation coefficient. According to [16] correlation
coefficient is equal to

r——)¥3
A+, +As
So
7\’3 — (7\’1 +7\,2)l" .
1-r
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The second approach consists of four steps and is
shown in Fig. 5.

( )
¢

Sample size N, correlation coefficient 7,
parameters of exponential distributions
7\,1 and 7\,2

/

Formation of two independent
exponentially distributed random
variables # and v with parameters 3; and A, with
sample size n(r)<N

\J

Two samples u and v independent sorting from
minimum to maximum. Obtaining order statistics
280 and plsort),

Y

Formation of two independent exponentially
distributed random variables s and w with parameters
)1 and &, with sample size N-n.

Y

Association of samples 5% and s. Obtaining
random variable x. Association of samples v and w.
Obtaining random variable y.

!

The correlation fields of
random variables x and y

( En'd )

Fig. 5. The second approach for generation of samples
with two-dimensional exponential distribution

The correlation fields of random variables x and
y for initial parameters A, =1, =1, N =10000 and
different correlation coefficients are shown in Fig. 6.

Probability density functions for simulation
results (presented in Fig. 6) are shown in Fig. 7.

Comparison of correlation fields presented in
Fig. 2 and 4 shows that in case of the first method
for correlated random variables modeling the points
at x0y plane more scattered. In the case of the
second method usage, the points are aligned along a
straight line y = x . With the increase of correlation

coefficient value, the number of points along this
line increases.

The nature of probability density functions
(Fig. 5) is the same as for the first method. So to
describe probability density function we can use
Marshall and Olkin’s model.

The first and second approaches of correlated
samples modeling can be used during data
processing algorithms design in OS of REE.

(b)

Fig. 6. Examples of correlation field of random variables
xandy:a)r=0.1;b) r=0.9

(b)

Fig. 7. Probability density functions of correlated
exponentially distributed random variables: (a) » = 0.1;
(b) r=0.9

VI. CONCLUSION

Two methods for correlated exponentially
distributed random variables generation were



22 ISSN 1990-5548 Electronics and Control Systems 2018. N 3(57): 18-23

considered. Such variables describe failures
occurrence in two unit radio electronic system. Two-
dimensional probability density function according
to Marshall and Olkin’s bivariate exponential
distribution is the most acceptable for such data
description. Correlated variables modeling was
performed for the possibility of testing various data
processing algorithms by simulating them using the
Monte—Carlo method.

The obtained results can be used during design
and improvement of statistical data processing
algorithms for radio electronic system OS.
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O. B. Conomenues, M. YO. 3axicekunii, T. C. I'epacumenko. Mozae.b BiIMOB pajtioe1eKTPOHHOIO 0012 (HAHHSI

B crarri posrisiHyTo 3aiady moOyaoBU MOZEINI BiIMOB pafioeieKTpOHHOro oGmaxnanHs. IlepeBipka aaeKBaTHOCTI
Mozielli BHKOHYETECS BINOBIAHO [0 pe3yibTaTiB MoxemosanHs. Ilix 4yac MOJemOBaHHA BHKOPHCTOBYBANACh
JIBOBUMIpHA IIIJIBHICTH PO3IOALTY iIMOBIPHOCTI HampalfoBaHb 10 BiaMoBH. Lleil po3momin BiamoBimae mofii, xomu
BiMOBa BCHOI'O DaiOENEeKTPOHHOTO OOJagHaHHS BiNOYBAa€ThCS JIMIIE Y BHIIAJKY OJHOYACHUX BIJIMOB JIBOX
CTPYKTYpPHUX OJAWHHIL CHUCTeMH. HaBeneHo 1Ba METOAM MOJIENIOBAHHS EKCHOHEHIIAJILHOTO KOPEIbOBAHOTO ITOJIS.
OTpUMaHO aHATITUYHUN BHpa3 JJIst JBOBUMIPHOI HIIJIBHOCTI O30Ty IMOBIPHOCTI KOPENbOBaHUX BiAMOB. Pe3ynbTaTtn
MOJICTTFOBaHHSI MOYXHa BUKOPHCTOBYBATH Y BUIAJAKY PO3POOKH CTpaTerii TeXHIYHOro OOCIYrOBYBaHHS 3a CTAHOM 3
KOHTpOJIEM BU3HAUYAJIBHUX MapaMeTpiB [UIsi BU3HAUEHHS ONTHUMAJIBHOIO IHTEpBally Yacy JJIsl peatizaiii MpeBEeHTUBHUX
.

KirouoBi ciioBa: pamioeiekTpoHHE 00N HAHHS; CHCTEMa €KCIUTyaTallii; CTaTHCTHYHA 00poOKa JaHWX; MO BIMOB;
MOJIeIb 00pOOKH JaHHX; TEXHIYHE 00CITYyrOBYBaHHS 38 CTAHOM.
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B cratbe paccMoTpeHa 3ajaya INOCTPOEHHMA MOAENU OTKAa30B PaJHO3IEKTPOHHOrO oOopynoBaHus. IIpoBepka
aZIeKBaTHOCTH MOJICTIH BBIITOJHSAETCS Ha OCHOBE PE3YyNIbTAaTOB MOJEIHPOBaHMs. [IpH MOAENINpOBaHUH UCIIOIH30BAIACH
IBYMEpHas IUIOTHOCTb DPACIpEeNeHHus BEpOosTHOCTEH HapaOOTOK 10 OTKa3a. JTO paclpefereHHe COOTBETCTBYET
COOBITHIO, KOIZla OTKa3 BCEro PaJHONIEKTPOHHOTO OOOPYAOBaHMS IPOUCXOMUT TONBKO B CIydae OJHOBPEMEHHBIX
OTKa30B [BYX CTPYKTYpPHBIX €IWHUIl cHCTeMbL. [lpuBeneHsl aBa Merona (QOPMHUPOBAaHHS OSKCIIOHEHIMAIEHOTO
KoppenupoBaHHoro mois. IlomydeHo aHalUTHYECKOe BBIpaXKEHHME I JIByMEPHOH IUIOTHOCTH paclpefereHus
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OIITHUMAJBHOTO MHTEPBAJa BPEMEHH JUIS PEeaIN3alii MPEBEHTUBHBIX JIEHCTBHN.

KiroueBble cj10Ba: paauodIeKTPOHHOE 00OpYHZOBaHME, CHCTEMa AKCIUIyaTally; CTaTUCTHYEcKass oOpabOTKa JaHHBIX;
MOZIEJIb OTKA30B; MOJieNb 00pabOTKM JAHHBIX; TEXHUYECKOe OOCIYKMBaHHUE 110 COCTOSHUIO.

CosomenneB Ajsexkcanap BacmibeBnu. Jloktop TexHuueckux Hayk. [Ipodeccop.

Kagenpa aBranoHHbBIX paHo3IeKTPOHHBIX KOMILIEKCOB, HallnoHaIbHbII aBHAIMOHHBIH YHUBepcUTeT, Kues, YkpanHa.
OO0pa3oBanue: KueBckuii HHCTUTYT HH)KEHEPOB IpaxkiaHcKol aBuanyu, Kues, Ykpauna, (1972).

HampaBieHne Hay4HOH NEesITEILHOCTH: CUCTEMbBI DKCILTyaTalii; 00paboTKa CTAaTUCTHYECKUX JAHHX; PAJN0dIIEKTPOHHOE
obopymoBaHHe.

Komuectso nmyomukarnmii: 210.

E-mail: avsolomentsev(@ukr.net

3anuncckuii Makxeum IOppeBuy. Kananaat TeXHUUECKUX HAYK.

Kagenpa aBranoHHbBIX paHo3IEKTPOHHBIX KOMIUIEKCOB, HallmoHaIbHbINH aBUAIMOHHBIH YHUBepcuTeT, Kues, YkpanHa.
O0pa3oBanue: HarnmoHansHbIi aBUaMOHHBINA yHUBEpcuTeT, Kues, Ykpaunna, (2007).

HamnpaBneHne HayqHO# IeATeIbHOCTH: CUCTEMBI IKCILTyaTalii, 00paboTKa CTaTHCTUYECKHX JaHHBIX, PaJNO0dJIEKTPOHHOE
obopymoBaHHe.

Konngectro myonukanuii: 95.

E-mail: maximus2812@ukr.net

I'epacumenko Tatesina CepreeBHa. AciupaHr.

Kagenpa aBranoHHBIX paHo3IeKTPOHHBIX KOMILIEKCOB, HallnoHaIbHbINH aBUAlMOHHBIH YHUBepcuTeT, Kues, YkpanHa.
O0pa3oBanue: HarnmoHanbHbIi aBUaMOHHBINA yHUBEpcUTeT, Kues, Ykpaunna, (2014).

HamnpaBieHne HayqHO# IeATEIBHOCTH: CUCTEMBI IKCILTyaTalii, 00paboTKa CTaTHCTUYECKHX JaHHBIX, PaJN0dJIEeKTPOHHOE
obopymoBaHHe.

KonmuectBo myomukarmii: 20.

E-mail: milusga@meta.ua



