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Abstract—Proposed structure of the filtering algorithm gives an opportunity to avoid some of
disadvantages of exponential smoothing. The main aim of proposed algorithm is to estimate filtration
quality and get an ability to change smoothing factor during the work of the system. We used the method
of least squares to estimate the difference between smoothed signal and signal that was built from filtered
signal got by its approximation. This method might be used in the case if the trajectory of the tracking
signal is not changing during the estimating process or it might be changed inconsiderably. This data
processing algorithm can be used as filtering and forecasting system and integrated in systems with lags.

Index Terms—Exponential smoothing; noise; forecast; tracking signal; low-pass filter; smoothing factor;

least squares.

I. INTRODUCTION

The quality of the filtering data process is very
important for systems under disturbance that can
grow during the time of researching process. If
system works with the same smoothing factor during
the full period, the information got from measuring
devices might be inaccurate. This is because filtering
system with the constant smoothing factor will not
work correctly if noise amplitude grows. To
understand the reason of this effect it should be clear
how filtering algorithm works.

Browns filter is based on the exponential
smoothing. It is well known that exponential
smoothing is a technique for smoothing time series
data. The signal measured during some
technological process can be represented as time

ik

series data as well. There are many reasons of the
input or output signal disturbance.

This filtering method can be used in the systems
with the noise which frequency is higher than
tracking signal trajectory change. If tracking signal
changes quickly and the difference between changes
of the tracking signal trajectory and noise frequency
is low this filter will not be able to smooth input
signal because of the lag. This effect was widely
described in our previous research [1].

II. PROBLEM STATEMENT

In my present research modified structure of
Brown exponential smoothing algorithm was used.
The full structure is shown on the Fig. 1 and was
widely described in our previous research [1]. The
reasonable disadvantage of this system is that it does
not have the system of adaptation.
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Fig. 1. Modified structure of the Brown exponential smoothing algorithm
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According to the reasons mentioned above our
main task was how to get information about the
quality of filtration. One of the difficulties we face is
that we cannot objectively determine if the filtering
process goes well. Finding error between the input
signal and the filtered signal does not give such
information as well. Let us compare the results of
the forecasting filtering process with different
smoothing factors and graphs of differences between
the input signal and the filtered signal.

Comparing the results of the filtering process
which smoothing factor a = 0.1 (Fig. 2) and the
results of the filtering process which smoothing
factor o = 0.01 (Fig. 3) we can see the difference
between filtration quality. As a tracking signal we
have a line signal. The quality of the forecast and
filtration in the case a = 0.1 is much worse than in
the case a = 0.01 but we can make this conclusion
only if we have values of the real tracking signal.
The problem is that we do not have these values.
Due to this fact we cannot estimate the quality of
filtration and forecast.
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Fig. 2. Filtered forecasted signal with smoothing factor
o = 0.1 and the tracking signal
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Fig. 3. Filtered forecasted signal with smoothing factor
o= 0.01 and the tracking signal

To get some information about the results of the
filtering process we can try to compare differences
between input signal and filtered signal. This
graphics are shown on the Figs 4 and 5.

According to this graphics we can see that the
difference between received information from
filtering systems with different smoothing factors is

insignificant. There is one considerable difference
between these two graphics. This is the waving part
of the figure in the beginning of the filtering process
that characterizes the setup of the filtering algorithm
caused by lag. Such effect can be observed only in
the filtering systems with the small value of the
smoothing factor such as a. = 0.01. Other parts of the
graphics do not give any information about filtration
quality.

Fig. 4. Difference between input signal and filtered signal
with smoothing factor o = 0.1
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Fig. 5. Difference between input signal and filtered signal
with smoothing factor o= 0.01

III. ADAPTATION OF THE FILTER BY USING THE
METHOD OF LEAST SQUARES

At first, to understand how we can get
information about filtration and forecast quality, let
us shortly describe the working principle of the filter
in a few formulas. In our research we used two
filters connected in series. As a result, we can
represent the formula which describes the value of
forecast filtered signal in the £ + m time moment,
where k is the value of the present time moment
from the time moment when measurement has begun
and m is the steps amount of forecast.

3k +m) = $06) + m At 2(h), 1)

where )%(k) is the double smoothed

):c(k+m) is the double smoothed forecast of the

signal;

signal for m steps; At is the sample time; fc(k) is
the derivative of double smoothed signal.
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Considering the facts mentioned above the first
task for us was how to estimate the quality of the
filtering process. It is very difficult to create the data
processing system that is appropriate for different
systems. That is why during our research we
simplified few factors that prevented from getting
information about quality of filtering process. Let us
describe these few statements.

A. The trajectory of the tracking signal is not
changing during the estimating process or it might
be changed inconsiderably

We accept this simplification since we need to
compare filtered signal with some other signal to get
information about filtration quality and error. The
main question is how to build this other signal. This
signal can be described with the function. The
degree of the function polynomial can be different
that is why we must accept this simplification. Due
to this statement we can try to get the first-order
function which approximately describes the
estimated part of the tracking signal. To sum up, we
will get the set of simplified parts of the tracking
signal which can be compared with filtered signal.

There is one more task we get here. How to get
that first-order polynomial? In this case we can use
least squares. This method gives us an opportunity to
determine the approximated polynomial function
using filtered signal values. The result of
approximation can be inaccurate comparing with
original tracking signal but the advantage we get
from this process is that we have the linear signal
which can be compared with filtered signal.

It is quite clear that the main information that can
be used in the adaptation is the root-mean-square
(rms) error. In our research we need to know only
the value of the difference between filtered signal
and approximated function and it is not necessary to
know the sign. That is why we use rms error as the
main information that describes quality of the
filtering process.

B.  The value of the permissible error should be
defined

The algorithm of adaptation proposed in our
research is simple. At first, we must initialize filter
parameters. They are smoothing factor, the number
of signal measurements which we accept to estimate
filtration quality, Aa the magnitude of the smoothing
factor changes after the filtration quality evaluation.
After the filtering process has started it is necessary
to wait until we get enough signal measurements to
make our first estimation. As it was mentioned
above the first step will be getting the first-order
polynomial and building the approximated signal

from the filtered signal data using least square. After
we get rms error it should be compared with one
more parameter we have not mentioned before. This
parameter is the permissible error. This is the
quantity that characterizes the acceptable quality of
the filtration. During our research we did not use
real signal from some measuring or control system,
but the signal simulated in the Matlab. That is why
to define a real permissible error it is necessary to
get the information from the real system and carry
out few more researches. In our case we chose the
value of the permissible error which is equal to 0.03.
The final step of the adaptation is comparison of
the real rms error and the permissible error. If the
value of rms error is higher than permissible error,
then smoothing factor will be decreased on Aa. In
this case the fixed Ao value cannot be used because
the smoothing factor should lie within 0 and 1. If Aa
is fixed than the smoothing factor can be decreased
below zero that will crash the filtering algorithm.

IV. RESULTS

The results of the proposed system were modeled
in the Matlab and represented on Figs 6-9.
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Fig. 6. Filtered signal, tracking signal and input signal at
the beginning of the adaptation process
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Fig. 7. Filtered signal, tracking signal and input signal
after the adaptation process is finished
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Fig. 8. Filtered signal, tracking signal and input signal
during the adaptation process
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Fig. 9. The process of the adaptation of the smoothing
factor

This system has its advantages and drawbacks.
Let us start from disadvantages.

Drawbacks

A.  The limited integration

This one is a case when we cannot get enough
measurements of the signal in a short period of time.
The accuracy of definition of filtering quality
depends on the value of signal measurements. As far
as we get less information about the signal in some
period of time the approximation will be inaccurate
as well. This may relate to cases when the value of
measurements can be changed during the working
process. Due to this fact the value of measurements
that was accepted as appropriate value for estimation
should be changed.

The main thing is that this filtering algorithm can
show good results being integrated in systems with
such value of signal measurements that gives
opportunity to break the tracking signal into small
linear parts.

B.  Non-reversible adaptation

The thing is that adaptation of the smoothing
factor is carried out by method of decreasing the
value of the smoothing factor during the filtering
process until the rms error is lower than the

permissible error. This effect is not a huge
disadvantage if the distortion amplitude tends to
grow during the working process. In the case when
the noise amplitude can be decreased the smoothing
factor will not be increased but will stay the same. It
is well known that if the smoothing factor is low the
lag in filtering process is high according to the
exponential smoothing theory.

Advantages

A.  The flexibility of filter settings

The main point here is that we can set different
combinations of filter parameters and try to
compensate some of drawbacks. For example, we
can decrease the accepted value of measurements for
evaluation if we cannot get enough of them but at
the same time we can define the lower permissible
error.

B.  Simplicity and reliability

Talking about different filtration systems we can
face some limitation connected with peculiarities of
use of one or another system. In our case we used
exponential smoothing which is quite simple and
reliable. Even though our modified structure makes
the filtering process a little bit more difficult it gives
an opportunity to avoid few disadvantages
connected with lags and errors.

V. CONCLUSIONS

The method of modified brown’s exponential
filter adaptation was modeled, researched and
described in this article. This method can be used as
integrated data processing algorithm to decrease
negative influence of the disturbances.

The presented algorithm is a step in our research
and might be improved for usage in real systems.
The best variant to get rid of drawbacks of
researched filtering systems is to test this filtering
system on real object.
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b. P. bopsk, A. M. CinbBectpoB, B. B. Jlyuso. Meton ananramii ekcnoHeHuianibHoro ¢instpa bpayHna i3
BUKOPHCTAHHSAM MeTOAY HaiiMeHIINX KBaJApaTiB

3anporoHoBaHa CTPYKTypa ajlrOpuTMy (UIBTpallii Ja€ MOMIIMBICTh YHUKHYTH NEAKUX HEIOMIKIB €KCIIOHEHINAJHLHOIO
3riiapKyBaHHs. OCHOBHOIO METOIO 3aIPONIOHOBAHOTO JITOPUTMY € OLHKA SKOCTI (pijbTpamii Ta MOXKIUBICTD 3MiHA
KoedillieHTa 3rapKyBaHHS i 9yac poOOTH cucTeMHU. BUKopucTaHO MeTo ] HANMEHINX KBaJpaTiB [UIsl OLIHKH PI3HHII
MIX 3IJIQ/KEHUM CHT'HAJOM 1 CHTHAJIOM, SIKUi OyB MOOYAOBaHMH 3 (iIbTPOBAHOIO CUTHATY, OTPUMAHOIO Iicis HOro
anpokcumarii. Ileil MeToq MOXXHa BHKOPUCTOBYBATH y BHIIAJKY, SIKIIO TPAEKTOPIS CUTHAIY, IO BiJACTEXKYETHCS HE
3MIHIOETBCS ITiJ] Yac MpOIEeCy OI[iHIOBaHHS, a00 BOHAa MOXKE 3MIHIOBATHCh HE 3HaYyHMM 4uHOM. [laHumil anropurm
00poOku iH(popMalii MOXKHa 3aCTOCOBYBATH SIK sl (uIbTpamii Tak i A7 OTPUMaHHS IIPOTHO30BAHOTO CUTHAIY B
cHCTEMax i3 3ali3HEHHIMU.

KirouoBi cioBa: ekcrioHEHINAIbHE 3T KYBAHHS, [IyM; MPOTHO3; CHTHAJ BIJACTEXKCHHS, (LIBTP HU3BKHX YaCTOT,
Koe(illieHT 3TJ1a/PKyBaHHsT; HAWMEHIII KBaIpaTH.
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b. P. bopsik, A. M. CuasBectpoB, B. B. Jlynso. MeToa agantauum 3KcnoHeHIUAILHOro ¢puabrpa Bpayna ¢
HMCIOJIb30BAHMEM METO/Ia HAUMEHBIINX KBAIPATOB

[IpemiokeHHass CTPYKTypa airoputMa (QUIbTpAlMd JacT BO3MOXKHOCTH H30€XaTh HEKOTOPBIX HEIOCTATKOB
SKCIIOHEHIIMAIBLHOTO criakuBaHus. OCHOBHON NENbIO TPEIJIOKEHHOTO allfOpUTMa SBJISETCS OllEHKa KadecTBa
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HaMMEHBIINX KBA/IPATOB JUISl OLIEHKH Pa3HMIIBI MEX/Y CTJIa)KEHHBIM CUTHAJIOM M CHUTHAJIOM, KOTOPBIA OBLI MOCTPOEH C
(GUIBTPOBAaHHOTO CUTHAJNA, IOIYYEHHOTO II0CTIE €ro anpOoKCUMAIMU. DTOT METOA MOXKET ObITh MCIOIL30BaH B CIy4ae,
€CIIM TPAeKTOpHs OTCIESKMBAEMOI'O CHTHAJla, HE MEHSETCA B IPOLECCE OLICHMBAHMS, WIM OHa MOXKET MEHAThCS He
3HAYUTEIBHBIM 00pa3oM. JlaHHbIH anroput™ o0pabOTKM WH(OpPMAIMU MOXKET ObITh IPUMEHEH Kak I (uibTpanuy,
TaK U A7 MOy4eHUs IPOTHO3UPYEMOI'0 CUTHAJIA B CUCTEMAaX C OMO3AaHUSAMU.

KnroueBble ci10Ba: 5KCIOHEHIMAIBHOE CIVIXMBAaHHWE; IYM; IPOTHO3; CHUTHAJI OTCIEKHBAHUS;, (UIBTP HUKHHX
4acToT; KO3 (GHUIMEHT CIIIa)KUBaHUS; HANMEHBIIIUE KBAAPATHI.
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