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Abstract—Almost all unmanned aerial vehicles are equipped with inspection earth surface systems that
can be used to obtain information about the location of the aircraft using survey-comparative navigation
methods. The autonomous determination of unmanned aerial vehicle coordinates with the use of survey-
comparative methods of navigation is to finding landmarks whose location is known by their geometric
characteristics. Most precisely, the geometric characteristics of 3D object can be obtained using its
mathematical model, based on the basic elements of the form. A mathematical model of an object can be
represented in the form of two matrices, the elements of which contain information about the shape of the
object and the underlying surface, their size and reflective characteristics. The result of determining the
location of the unmanned aerial vehicle is the correct solution to the task of recognizing landmarks. In
real conditions, it is very difficult to determine the angles of orientation of objects in advance, so it is
necessary to apply the mathematical model of the object and determine its characteristics for different
orientation angles in relation to the unmanned aerial vehicle. Consequently, the high probability of
detecting the landmark is achieved by applying its mathematical 3D model and determining two
independent signs of volume and average height for its recognition, it is depending on the angles of its
orientation and geometric shape.

Index Terms—Survey-comparative navigation methods; geometric features; basic elements of the form;

mathematical model of the object; the probability of correct solution of the recognition problem.

I. INTRODUCTION

To independently determine their location almost
all modern Unmanned Aerial Vehicles (UAVs) use
inertial measurement unit (IMU) together with a
global positioning system (GPS) that are most
expensive and sophisticated on-board equipment
(Fig. 1) [1], [2]. However, IMU has accumulative
errors and therefore needs constant correction, and
the GPS signal strength is rather weak and depends
on the presence of artificial and natural obstacles.

Navigation System

Pasition and
3 Orientation

Reat-time Flight Data &
High-level Command

Ground
Control Station

Safety Pilot

Sensor Info &
Command

Autopilot

Commards to
Actuators

Manual
Cortrol

Payloads/Sensors

\

Motors &
Control Surfaces

Fig. 1. Unmanned aerial vehicles navigation
and control scheme

The main task of modern UAVs is to review the
terrestrial surface with the help of systems of

technical vision, analysis of information and
transmission it to the consumer. Therefore, almost
all UAVs are equipped with inspection earth surface
systems that can be used to obtain information about
the location of the aircraft using survey-comparative
navigation methods.

Modern survey-comparative navigation systems
provide integral reproduction of a complete set of
navigation data, interact with onboard navigators,
correct other sensors of navigation information and
are the most important information element of the
"operator-UAV" system [1].

The essence of survey-comparative methods of
navigation is to determine the location of the aircraft
by comparing the reference image of the area
contained in the memory of the navigation computer
with its actual appearance, received with the help of
on-board devices of technical vision. If the actual
image of the areca with the given probability
coincides with the reference image of the area the
coordinates of which are known, then the
coordinates of the aircraft are considered definite.

The navigational content of survey-comparative
methods is determined by the type of ground
landmarks, their number and the terrain variation. In
one-landmark systems, the physical parameters of
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the real object on the earth's surface are compared
with the parameters of the standard landmark, such
as the area, geometric form, the radiation spectrum
obtaining of which depends on the type of system of
the earth's surface inspection. Multi-landmark
systems use several landmarks at the same time. In
the memory of such systems, information not only
about the physical parameters of individual
landmarks is stored, but also about the
characteristics of their location in relation to each
other. The advantage of multi-landmark systems is
the large amount of navigational information, small
dependence on the loss of some information about
the landmarks and the impact of obstacles. However,
for the implementation of such systems, it is
necessary to have the UAV high-speed electronic
computer facilities on board.

Thus, the autonomous determination of UAV
coordinates can be carried out by survey-comparative
methods of navigation using on-board systems for
the inspection of the earth's surface, navigation
computer and related software, which allows solving
the task of recognizing land-based landmarks.

II. PROBLEM STATEMENT

Sensors of the earth's surface inspection systems,
in accordance with the physical characteristics of the
signals, are divided into: optical (infrared, television,
laser), radiation and radio engineering. The most
commonly used in UAVs are optical sensors [4].

Comparative analysis of the sensors (Fig. 2)
shows that the maximum amount of information can
be obtained from television and 3-D laser sensors,
but they have a complicated system for extracting
information. Most easily the information can be
obtained by infrared sensors, but this information
may not be sufficient for survey-comparative
navigation methods.

Ease of

information
extraction
— T T T

Fig. 2. Comparative of earth observation sensors: / is the
radar; 2 are infrared sensors; 3 are TV sensors; 4 are 3D
laser sensors

So the most complete information about a ground
object can be obtained with the help of three-
dimensional (3D) laser sensors [5]. The analysis of
achievements in the formation of three-dimensional
images and the creation on their basis of recognition
devices shows that the most promising are laser
systems for the formation of 3D images — Light
Identification, Detection and Ranging (LIDAR).

LIDAR is a technology for obtaining and
processing information about remote objects with
the help of active optical systems that use light
reflection and its dispersion in transparent and
translucent environments [6]. The information on the
spatial component in 3D LIDAR is derived from the
high accuracy of measuring the propagation time
and receiving reflected radiation (Fig. 3).

]
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Fig. 3. Method of obtaining 3D image.

The distance difference AR=R2-R1 to the
various elements (a; b) of the landmark characterizes
the spatial component of the object and is fixed by
the time interval T due to the distance difference to

the various elements of the objectt=2AR/c. The
total time of getting reflected from the object
radiation is 7+t=2(R+AR)/c, (Where t is the time

of radiation propagation to the object, c¢ is the rate of
propagation of laser radiation).

When receiving reflected from the object
radiation on the matrix receiver (MR) of Lidar, the
object will have the form of the matrix of time
intervals (Figs 4 and 5).

For the solution to the task of recognizing land-
based landmarks in modern survey-comparative
navigation systems, changes in terrain surface relief
are used. Therefore, the main characteristic of the
terrain is the height of the surface relief relative to a
certain base level.

Lens R

Fig. 4. Scheme for fixing time intervals
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Fig. 5. Scheme for time intervals matrix

However, these characteristics do not fully meet
the requirements of the effectiveness of recognition.
Therefore, it is necessary to select new ones to
accurately describe spatial figures and to be easily
obtained from a digital image of the earth's surface.
Such characteristics may be 3D geometric features
obtained when processing digital images of
terrestrial objects using their mathematical models.

III. PROBLEM SOLUTION

When solving the problem of recognition, an
important step is the development of a working
vocabulary of characteristics. At this stage, the
working  vocabulary  includes only those
characteristics of the objects from the entire selected
set for recognition, which on the one hand are the
most informative, and on the other hand, can be
determined by the existing measuring devices or
specially created ones. Geometric characteristics are
the most appropriate for recognition of terrestrial
spatial objects. However, they may differ in amount
of information and methods of extraction.

All single terrestrial objects, either natural or
created as a result of human activity are material
objects and have their size and characteristic form.
Despite the large variety of single terrestrial objects,
they can be represented with the necessary reliability
in the form of simple 3D geometric shapes:
parallelepipeds, cylinders, spheres, cones, pyramids,
their parts or their combinations (Fig. 6).

/> 00

Fig. 6. 3D simple shapes similar to ground objects

A spatial object can be represented as a
mathematical model that describes its geometric and
reflective characteristics of its surface. The
mathematical model of a spatial object consists of a
geometric model of an object on the supporting
surface, as well as a field model of its reflective
characteristics. Creation of a geometric model of a
complex object surface and a supporting surface can
be reduced to the solution of the approximation
problem - finding the function of two variables
which least deviates from the given values according
to the selected criterion at the reference points [7].

The modeling suggests the use of known
methods: parametric representation, nonparametric
representation and presentation with the help of
basic elements of the form [§], [9].

The implementation of algorithms  for
constructing images of curvilinear surfaces using the
first two methods is very complicated and requires
excessive time and resources, so their use is limited.
A way of representing the 3D objects using base
elements of the form (BEF), which allows quite
precisely to construct the surface of the object,
simply perform the conversion of the point
coordinates of the surface and to calculate the
normal to the points of the object surface is more
preferred for the description of the 3D objects
surfaces. Typically, simple spatial geometric shapes,
such as section of plane, are used as a BEF.
However, most spatial objects can be described as
second-order surfaces or their combinations.

Any surface of the second order is described by
the equation of the second degree to the Cartesian
rectangular coordinate system. The general second
degree equation relative to the variables x, y, z is:

anx; tapy: T anz tauxy +asxz
taztax+aytapztan=0, (1)

The values of the coefficients a;; in the equation

(1) determine the shape of the surface (i is the
number of the BEF; j is the coefficient number). For
example, a plane or surface of the second order.

It is not enough to determine the values of the
coefficients a; to construct a spatial object using
surfaces of the second order as BEF. It is necessary
to know their size i.e. the maximum and minimum
values of the variables x, y, z in equation (1). We
will add additional six auxiliary coefficients of size
to ten coefficient a; which determine the
appearance of the surface. Then, for the
representation of an object or its part we need
information about sixteen coefficients in the model.
With the new coefficients, the equation (1) is:
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anXat apyxt apzyt axy + aisxz + aigyz
taxtagytawztantamtan
+ anst ans +ans +ane=0.

The coefficients «,,...q,, correspond to the

coefficients in formula 1 and determine the shape of
the surface. The coefficients a;;; and a;, determine
the maximum and minimum values of the variable x.
In a similar way a;;; and a4 determine for the
variable y, a5 and a;;¢ — for the variable z.

If the object consists of several BEFs (Fig. 7),
then an equation will correspond to each BEF. Then
the object can be represented as a matrix of
coefficients g, of size ix6, where i is the number

of BEFs:

ap Ay - Qg
Qyy Ay --- Uy
A= . 2)

a; Ay .- Gy

This form of information recording is the most
convenient for computing and provides compactness
and efficiency of access. To determine the

coefficients a,,...,a,,, the canonical
equations of surfaces of the second order, which
describe the surface of the irradiated object; it is also
necessary to consider the change of coefficients
when moving and rotating surfaces of the second
order, which are used as BEFs.

The process of the creation of a geometric object
model can be divided into three stages. At the first
stage, the object is divided into simple geometric
figures, each of which can be described by the
second order equation and can be represented by a
separate basic element of the form (Fig. 7).

W€ use

Fig. 7. Basic elements of the form

Each of the selected BEFs is described by the
canonical equation of the second order surface,
which in general form can be expressed by:

A+, p2 4020 +d =0, 3)

where A;, A, A3 are coefficients that determine the
type and size of the second order surface.

Then, the angles a;, B, v; of the orientation of each
BEF are determined, relative to the base coordinate
system for which the Earth's motionless spatial
coordinate system XYZ is chosen. At the second stage,

the direct calculation of the coefficients q,,,...,a,,, is

performed. To do this, it is necessary to calculate the
coefficients of the equations of the second order
surfaces for each BEF with the coordinates of the
basic coordinate system taking into account the

orientation angles and using matrices of the
transition between the coordinate systems.
To calculate the coefficients a,;,...,4,,;, which

27116 °
determine the size of the BEF relative to the axes x,
y, z, it is necessary to use the drawing of the object
and its sizes. It should be borne in mind that the size
of the BEF is determined in relation to the base
coordinate system.

At the third stage, the matrix A of coefficients is
formed, which can be written into the memory of the
computing device in the form of corresponding
structural data. Thus, as a result of the above
operations, we obtain a model of the spatial object
and the supporting surface.

According to the task under consideration, the
model of the field of reflecting characteristics of
objects can be of different degrees of complexity.
The main characteristic of reflection of the surface is

the scattering indicatrix /(7; 7). It is defined as the
ratio of the brightness of the surface of the object in
the given direction L(7;7i) to the brightness of the
ideal scattering L, and is written as:

L(m; i)
L

0

b

l(ﬁz;ﬁ)z

where (ﬁa; ﬁ) are single vectors, which represent the

direction of incident and scattered radiation
respectively.

Indicators of the scattering of surfaces of natural
formations and artificial objects are complex and
depend on many factors, which limit the obtaining of
the results in analytical form. Therefore, in modeling
using energy calculations, the Lambertian reflector
model, whose scattering / indicating depends not on
the direction of incident and scattered radiation, but

on the reflection coefficient of the power p, is more
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often used. Thus, the main characteristic of
reflection for the model assembly is the reflection
coefficient on the power p .

In general, some sections of the object and the
supporting surfaces have different reflection
coefficients, so it is advisable to represent the object
in the form of homogeneous areas having the same
reflection coefficients. The study of homogeneous
areas revealed that these areas coincide with the
BEF, especially for surfaces of the first order. Then
the model of reflection characteristics can be written
in the form of matrix B, elements of which are
reflection coefficients:

P

Thus, the mathematical model of the object and
the supporting surface can be represented as
matrices A and B, elements of which contain
information about the shape of the object and the
supporting surface, their dimensions and reflective
characteristics.

In real life conditions images of three-
dimensional objects are exposed to considerable
variability depending on the angle of inspection and
the position and parameters of sensor. Variation in
the angle of inspection and the position of a receiver
leads to appearance of different forms and sides of
three—dimensional object (Fig. 8).

Fig. 8. Variations in landmarks position

When using methods of comparison of standards
for recognition, it is necessary to collect a great
number of standard images taking into consideration
such parameters as the angle of inspection, the angle
of the place, and the distance to the landmark that
should be recognized. In case all N parameters are
considered (n = 1; N) with a K sample of values of
every parameter, the necessary number of standard
images is to be:

The comparison of a large number of standard
images with the original will take much time and
computing resources, which are limited during the
UAV flight.

The task of recognition of landmarks by adapted
standards suggests known orientation of an object to
be recognized in coordinate system X, Y, Z,
(Fig. 9), which must be common for the object of
recognition and the optical system of UAV.

In real life conditions it is very difficult to
determine the angles of orientation of the objects
beforehand. That is why a mathematical model of
the object is necessary for recognition of its
characteristics for different angles of the place and
the position to UAV. By rotating the object’s
mathematical model with every set angle it is
necessary to synthesize a new image and form its
characteristics.

Fig. 9. Position of a terrestrial object in terrestrial
coordinate system

The generated series of the object’s images as
fields of its characteristics is checked by correlations
with the analyzed image. Such operations should be
carrying out for all types of objects, which are in the
field of view the UAV. The global maximum among
the fields of all correlation functions indicates the
actual position of the object in the field of view, and
the corresponding standard landmark indicates it the
type and orientation.

The principle of landmark recognition among
several objects in case of unknown orientation in
shown in Fig. 10.

o
l2lsH1ertrF1sf1w0r

Fig. 10. The scheme of the object recognition according
to adaptive standards in condition of unknown orientation
of the object

Sensor (LIDAR) 1 forms three-dimensional
image of a terrestrial object. In the memory of
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calculator 2 there are mathematical models of
navigation orientations. The systems of UAV
determine the terms of the object observation and
their position 3, and synchronize these parameters
with the initial value of orientation of the
mathematical model 4. The model of formation of
characteristics 5 synthesizes the image of every
standard landmark and forms the field of its
characteristics according to the angle of orientation.
Analyzer of an image 6 on the basis of detector
information 1 forms the characteristics of the
terrestrial object and correlates with the field of
characteristics of the standards. Correlation functions
are analyzed by calculator 7 and in accordance with
the results of the analysis processor 8 determines
correctness of the recognition. In case of successful
recognition of terrestrial landmark, its coordinates
are transferred to the control system of UAV 10 and
they are simultaneously presented as initial terms of
position 9 for further recognition of objects.

IV. RESULT

On the basis of a mathematical model of a spatial
object, one can distinguish the following
characteristics of the object: size, shape, reflective
characteristics. The reflecting characteristics of the
object are a variable parameter, which depends on
the angles of radiation, weather conditions, and the
structure of the object. Therefore, it is inappropriate
to use such a characteristic for recognition of
landmarks. It is advisable to use the size and shape
of the object as signs identifying landmarks for the
survey-comparative navigation system of UAV.

The criterion for evaluating the accuracy of the
UAV coordinates can be the probability of the
correct solution to the task of recognition the
navigational landmarks with known coordinates:

— n .
W =—, where n, is the number of correctly
nZ

determined landmarks from the whole set of objects;

W is the total number of experiments to identify
landmarks.

So using a model of a spatial object, it is possible
to form a certain set of objects with different
geometric and reflective characteristics. To perform
a navigational task, it is necessary to identify a
landmark among these objects.

Geometric features most fully describe a spatial
object. Therefore, it is proposed to use the volume V'
of the object and its average height H as a feature. It
is expedient to analyze the characteristics using the
probability criterion for the correct solution of the

recognition problem W .

The results of the study of the correct decision of
the recognition problem, according to the type of
features and the distance to the object, showed
(Fig. 11) that the probability of detecting landmarks
W =0.7 and more is achieved at distances up to
3000 m with the simultaneous use of two
characteristics of volume ¥ and average height H .
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Fig. 11. The correlation between the correct object
recognition and the type of characteristics and distance

The probability of the correct solution of the
recognition problem W =0.7 and more (Fig. 12) is
achieved at the orientation angles 70°< y < 30°and
for the objects in the shape of parallelepiped and
vertical cylinder.
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Fig. 12. The correlation between the correct object
recognition and the angle of orientation and form

V. CONCLUSIONS

Thus, mathematical modeling of reference
landmarks makes it possible to calculate their
geometric characteristics and, on their basis,
implement survey-comparative navigation methods
for determining the location of the UAV.
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O. O. Yywxka, H. B. Ilasopa, B. I'. Pomanenko. 3D monenb Ha3eMHHUX OPi€HTHPIB JJI1 AaBTOHOMHOI HaBiramii
0e3MiJIOTHHX JiTATBHUX anapaTiB

Maiike BCi O€3MIJIOTHI JiTajdbHI amapaTH OCHAIIYIOTHCS CHCTEMaMH OISy 3€MHOI IOBEpXHi, SIKI MOXHA
BUKOPHCTOBYBATH JUIsl OTPUMaHH 1H(OpMaLlii PO MiCIENOIIOKEHHS JIITAIBHOTO anapaTy BUKOPUCTOBYIOUYH OTJISIOBO-
MOPIBHSUIBHI METOAM HaBiramii. ABTOHOMHE BH3HA4Y€HHS KOOpAMHAT OE3MIJIOTHOrO JITANBHOrO amapary i3
3aCTOCYBAaHHSIM OIJISIOBO-TIOPIBHSUIBHUX METOJIB HaBiramii mojsrae y BHSBICHHI 3a TE€OMETPUYHHUMHU O3HaKaMHU
Ha3eMHHUX OPIEHTUPIB PO3TAIIyBaHH SKUX Bigome. HaliOinbm ToyHO reomeTpuyHi Xapakrepiuctuku 3D 06’ exra MokHa
OTpUMATH 3a JOMOMOIOI0 HOro MaTeMaTHYHOI MOJEJl Ha OCHOBI 0a30BHX eleMeHTIB GopMu. MareMaTHYHy MOJENh
00'eKTa MOXKHA MPEICTABUTH y BUIIAL BOX MaTPHUIlb, EIEMEHTH SIKMX YMINIYIOTh iH(opMalito npo Gpopmy 00'exTa i
OIOPHOI TOBEpPXHI, IX pO3MIpM Ta BiIOMBAIBHI XapaKTEPUCTUKU. Pe3ynbTaToM BH3HAYEHHS pPO3TALIYBaHHS
0€3ITIOTHOrO JITAJIBHOTO anapary € IpaBHIbHE BUPILIEHHS 3a/1a4i pO3Ii3HABAHH Ha3eMHHUX OpiEHTHPIB. B peanbHux
YMOBax 3a3llayieriib BU3HAYMTH KYyTH Opi€HTalii OpIEHTUPIB YK€ CKJIaJHO, TOMY HEOOXiZHO 3acTOCyBaTH
MaTeMaTH4Hy MOZENb 00'€KTa i BU3HAYATH HOTO O3HAKH ISl PI3HUX KYTiB Opi€HTAIlii 1O BiJJHOLIEHHIO O O€3MiIIOTHOTrO
JiTanpHOrO amapary. OT)ke BHCOKa iIMOBIPHICTh BUSIBJICHHS HA3€MHOT'O OPIEHTHPY JOCSATAETHCS 3aCTOCYBAaHHSM HOTO
MaTemMatnuHoi 3D Mopeni Ta BU3HAYSHHSM /ISl HOTO pO3ITi3HABAHHS JBOX HE3AICKHUX O3HAK 00’€MY Ta cepemHbOl
BHCOTH, B 3aJIKHOCTI BiJl KyTiB OTO OpI€HTAIlii T FTEOMETPHYHOT (POPMH.

Karw4oBi ciioBa: OrJsI0BO-NIOPIBHSUIBHI METOIM HaBiramii; reoMeTpW4YHI O3Haku; 0a30Bi eleMeHTH (OopMHu;
MaTeMaTu4Ha MOJIeJIb 00'€KTa, IMOBIPHICTh ITPaBUIILHOTO BUPINIEHHS 331a4i PO3ITi3HABaHHSI.
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A. A. Yyxka, H. B. I1asiopa, B. I'. Pomanenxo. 3D mMoaens Ha3eMHBIX OPHEHTHPOB /ISl aBTOHOMHOI HABUTAIIUH
0eCNUJIOTHBIX JIETATEeJILHBIX ANNapaToB

[Tourn Bce OecrUIIOTHBIE JIETAaTENbHBIE ammapaThl OCHAILIAIOTCS CHCTEMaMu 0030pa 3eMHOI MOBEPXHOCTH, KOTOpHIE
MOKHO HCIIOJIB30BaTh UL HOIy4eHUs HH(GOPMAUH O MECTOHOJIOXKEHUH JIeTaTeNbHOIO alllapaTa UCIoNb3ys 0030pHO-
CpaBHHTENLHBIE METO/bI HABUTAIMHA. ABTOHOMHOE OIpEeZelIeHue KOOpJMHAT OECHHMIOTHOrO JIETATENFHOTO amnmapara ¢
MIPUMEHEHNEM O0030pHO-CPABHUTENBHBIX METOJOB HABHI'AlMM 3aKIIOYAETCS B BBIBICHWH 110 T€OMETPHYECKUM
NpU3HAKaM Ha3eMHBIX OPUEHTHPOB pacIONOKEHWE KOTOphIX Hu3BecTHO. Hambonmee TOYHO TeoMeTpHYECKUE
xapakrepuctukd 3D 00beKTa MOXHO IOJNYYHTh C IMOMOIIBIO €r0 MaTeMaTH4ecKOi MOJEeNH Ha OCHOBE 0a30BBIX
a5eMeHTOB (opMbl. MaTeMaTHdecKkast MO/iellb 00BbEKTa MOXKET OBITh IIPEJCTaBIE€HAa B BUAE JBYX MAaTpPUII, 3JIEMEHTHI
KOTOpPBIX BMEIIAIOT HHGpOpPManuio o (GopMe OOBEKTa M OIIOPHOM IOBEPXHOCTH, WX pa3Mepbl M OTPaXKArOIHe
XapaKTePUCTUKU. Pe3ynbTaToM oOmpeneseHusl pacloNoKeHHs OECIMIOTHOTO JIETaTeNbHOIO ammapara SBISETCA
MPaBUIILHOE PEICHHE 3aJaudl Paclo3HaBaHUsI HAa3eMHBIX OPHEHTUPOB. B peasbHBIX YCIIOBUSX 3apaHee ONpEAEINTh
YIIIBI OPUEHTALMA OPHEHTHPOB OYEHb CJIOKHO, IO3TOMY HEOOXOMMO MPUMEHHUTh MaTEMAaTHUECKYIO MOJIENTb OOBEKTa U
OIIPEJIeNIATh €ro IMPU3HAKH JUId Pa3JIMYHBIX YIJIOB OPUEHTAIMU 110 OTHOLICHWIO K OECHHJIOTHOMY JIETaTeIbHOMY
anmapary. MTak, BbICOKash BEPOSTHOCTh OOHAapY)KEHHsT HAa3eMHOrO OpPHEHTHpA MJOCTUraeTcsi IMPUMEHEHHEM €ero
MaTemarnieckoil 3D Monenu W ompeneseHus Ul ero paclio3HaBaHMsS JIBYX HE3aBHCHUMBIX NPU3HAKOB o0beMa U
Cpe/iHeH BBICOTHI, B 3aBUCHMOCTH OT YIJIOB €0 OPUEHTAIMU M T€OMETPHYECKOi (hOPMBI.

KnaroueBbie cioBa: 0030pHO-CpaBHUTENBHBIE METOJBI HABHUI'ALMK; T€OMETPUYECKHE MPU3HAKH; 0a30BBIE AJIEMEHTHI
(opMBI; MaTeMaTHueCKast MOJIENIb 00 BEKTa, BEPOSITHOCTD MTPaBUIILHOTO PELICHUS 3aJa4l PACIIO3HABAHUSL.
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