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I. INTRODUCTION

The neural networks are currently used for the
solution of various kinds of problems, such as
approximation, classification, pattern recognition,
prediction. Along with the classical approach, there
are a number of methods for these problems
solution, to simplify and speed up the computations.
One of such method is the transition to the fuzzy
logic. Fuzzy logic systems transform the numerical
inputs of neural networks into data of fuzzy nature
using the fuzzification process. The main element of
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fuzzification is a membership function p. Its value
determines whether the numerical value of the input
"low", "normal" or "great". The most common types
of membership functions are triangular, trapezoidal,
bell-shaped and Gaussian function. Further there is
the aggregation of obtained results using the fuzzy
rules, logical conclusion and defuzzification —
transform of fuzzy values into numeric format [5].
NEFPROX network belongs to a class of three-
layer fuzzy perceptrons, NEFPROX neural network

has a three-layer serial structure shown in Fig. 1.
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Fig. 1. Network structure NEFPROX

1) The first layer is the input data and does not
change their values.

2) The neurons of the hidden layer (Layer 2)
contain fuzzy rules, for example, fuzzy rule R; takes

the form: if x; belongs uﬁj), x> belongs uﬁz) R

belongs p'”, the output R; will be equal to 1, where
K, j

) (n)

n are membership functions.
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In general, the membership function for the
network NEFPROX bell-shaped function of the

following form
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where ¢, a, b are adjustable parameters during
training process. The number of membership
functions is given in an arbitrary manner, increasing
the number of membership functions leads to the
improved accuracy.
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The formula for calculating the output usually
looks like this:

2)

3) The third layer is composed of an adder,
which calculates output NEFPROX neural network.
The output value is calculated according by the

equation
Y=>R,

where R; is the output of the second layer.

Jx)=hx; +A,x, +...+A X,

3)

II. PROBLEM STATEMENT

The standard approach to learning is based on the
method of back propagation [1], however, a large
number of adjustable parameters lead to a halt in the
algorithm stop in local extremums, that influences
badly which adversely affects the accuracy of the
network [1].

To improve the accuracy of the network uses the
concept pre-learning [2] used in training deep neural
networks, for which the basic learning algorithm is a
method of backpropagation. Pre-learning is done by
constructing autoassociator — neural network, the
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output of which is to be closest to the value of the
input data. Autoassociator trained teachers without
the inputs identified in the training set, then the
weighting coefficients autoassociator transferred to
the main network and continue learning by back
propagation. Thus, there is an initial setup that
allows you to be as close as possible to the global
extremes, which increases the accuracy of the
network. The most common autoassociator are
Restricted Boltzman Machine (RBM) and autoen-
coders [3]. In this paper we used the RBM is limited.

II. PROBLEM SOLUTION

Since pre-learning assumes autoassociator
structure (the number of neurons and interneuronal
connections, as well as activation of neuronal
function) coincides with the structure of the network
that pre-learning [4]. For NEFPROX pre-learning
network uses an approach similar [9]. It includes
calculating the membership functions in a single
layer and neurons of the initializing layer
coefficients using Restricted Boltzman Machine
(RBM). Process pre-learning NEFPROX network is
shown in Fig. 2.

NEFPROX
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Fig. 2. Pre-learning NEFPROX neural network

IV. NETWORK TRAINING ALGORITHM

Step 1. Structural adjustment network

1) For all possible combinations of values
u;(x;) it is created the rules R, . During training for

sigmoidal functions of the form (1) it is necessary to
adjust two parameters: slope w and the bias c.

2) For all p;(x;) it is set the initial values. The

initial values of membership functions must

correspond to the rule

Vx, € O(x,): 3y, (x,) # £1,

where O(x;) is the domain of input variable
definition. That is, for each value of the input
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variable domain of definition, there is a
corresponding value of the membership functions
other than + 1. An example of the initial distribution
of membership functions for the domain [-1,1] is
shown in Fig. 3.
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Fig. 3. The initial distribution of the membership
functions

Step 2. Parametric adjustment of the RBM is
made by the algorithm independent differences

1) The initial values v, set equal to the input
data.

2) Calculate the probability that the state of the
neuron of the hidden layer is equal to 1:

1
1+ exp(z w,v, + bi]
i=1

where ¢; is the bias of the hidden layer.

3) Assign the value of the hidden layer neuron
based on the probability (if the probability of 0.9,
then with probability 90% of neuron will be 1, and
with a probability of 10% — 0).

4) Calculate the probability that the state of the
neuron of the visible layers will be equal to 1:

plh,=1]v)= )

p(v, =1|h)=0[iwijhj+cj} ©)

where c; is the bias of the visible layer; ¢ is the
function
1

l+e ™

(7

5) Assign neuron layer visibility based on the
probability value.

6) Repeat step 2 if the iteration number is less
than k.

7) Calculate the probability of the hidden layer.

A. Initial parameter values

1) The states of the hidden layer neurons are
given by input data.

2) The initial value of neural connections
weights are given as a small value of about 0 to
Gause distribution.

3) The biases of the visible layer are given.

B. Parameters modification
1) Synaptic connections

w,E+D)=w, () + oc[vi (0)22,(0) —v, (), (k)}.
2) Biases of the visible layer
b(t+1)=b(t)+ oc[vl. 0)—v, (k)].
3) Biases of the hidden layer
ct+)=c;()+ oc[hj(O) —h_l.(k)},
where o is the training speed.

Step 3. Parametric fuzzy network

The parameters obtained by learning MBP
transferred to the network as follows:

1) The weighting coefficients w, " " = wy™"
2) The bias of the second layer neurons

ﬁ}\IEFPROX — b?BM'

For training example, we find a difference
between the reference value and the value obtained
as a result of the network functioning

Ac = ye - yr‘
3) We calculate Ay for the rule.
A =U(1-U,) D W (R,c)A,
cely

where U, is the output of the rules layer; W (R,c) is

the connection weight of rule neuron with class
neuron.
4) We find x' which is the minimum of function

W, R)U,
W(x',R)U , =min{W(x,R)U _}
where W(x',R)U . is the membership functions.

5) For the membership function it is determined
the values on which it is necessary to change the
parameters values

wx#ﬁ wx#ﬁ
—Xe
A =-6A,————, A,=-0CA

K (e™ +eﬁ)’ P

e
Fe™ +ef)?’
where o is the training speed.

6) Change the parameters, according to step 5
and calculate the rule error

E=U,(1-U,) Y. QW (R,c)-DA,.

cels
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The complex criterion of stop is:

1) DA <A, i the number of examined
i=1

examples; A’ is the threshold value; 7 is the size of
examined sample.

2) The A, doesn’t change during some iterations

<e

A —A,

B

where 7, j is the number of iterations i # j.
V. CONCLUSIONS

The opportunity to train NEFPROX neural
network according to the paradigm pre-learning
autoassociator, these results demonstrate improved
accuracy on the test sample.
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3anpornoHoBaHO HOBUH KJlac HEYiTKUX Kiacudikaropis. e knacudikaropu rauboKoro HaB4aHHS HA OCHOBI HEHPOHHOT
Mepexi NEFPROX. TTonepente HaBYaHHS 3a0€3MeUYETHCS 32 JOIIOMOIOI0 00MEXEHOI MaliMHU BobiiMaHa.

Karwudosi cioBa: Hewitki kiacudikaTopy; rimnboke HaBuaHHS; HelipoHHa Mepeka NEFPROX; oOmexena mamiHa

Bonpumana.

Yymauenko Ouiena lniiBna. Kanauaar TexHiuHux Hayk. JoneHT.
Kadenpa texniunoi kiOepHeruku, HarioHanbHWil TexHiYHMHA yHiBepcuTeT YKpaiHu «KWIBCBKMI TONITEXHIYHUI

inctutyt iMm. Irops Cikopceskoro», KuiB, Ykpaina.

Ocgira: ['py3uHchkuii momiTexHiunuit incTutyt, TOimici, ['py3is, (1980).
HamnpsiMm HayKoOBOi JisTIBHOCTI: CUCTEMHUI aHaJIi3, IITYYHI HEHPOHHI MEpEexi.

Kinbkicts myOmikariii: 6ibine 50 HayKoBUX poOiT.
E-mail: chumachenko@tk.kpi.ua
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