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Abstract—In this paper two techniques of automatic speech recognition system training on noised speech
are compared with technique of training on clean speech. The comparing has been made by means of
speech recognition accuracy measure, with usage of fourteen kinds of noise. These were noises of house-
hold appliances and computers, street and transport, teaching rooms and lobbies. The superiority degree of
noised speech training techniques over the competitive technique has been assessed. It is shown that
training on noised speech allows reaching the 95% recognition accuracy for minimal signal-to-noise ratio
10 dB, whereas training on clean speech allows reaching the same recognition accuracy for minimal

signal-to-noise ratio 20 dB.

Index Terms—Automatic speech recognition; speech recognition accuracy; training technique;

clean speech; noised speech.

I. INTRODUCTION

New aviation systems are beginning to utilize
elements of artificial intellect. The F-35 was the first
U.S. fighter aircraft with automatic speech recognition
(ASR) system able to “hear” a pilot's voice commands
to manage various aircraft subsystems, such as
communications and navigation [1]. It is believed also
that voice control would enable air battle managers to
control their unmanned aerial vehicles (UAVs) using
voice commands in addition to another inputs such as
joystick, mouse, and keyboard [2]. But ambient
cockpit noise or battle noise degrades the quality of
the spoken command entering the recognition
system, which could cause the system to misinterpret
a command. Therefore developing of noise-robust
ASR systems is present-day issue.

It can be pointed two approaches to training of
ASR systems operating in a noisy environment [3]. In
the first approach, the ASR system is trained on clean
speech, when in the second approach the ASR system
is trained on noisy speech. Studies show that the
second approach is able to provide a much higher
recognition accuracy [3] — [6].

Under second approach, three training techniques
are most interesting for engineering applications. They
are presented in Table I, where SNR, and SNR, are
signal-to-noise ratio in the training and recognition,
respectively, P, (f) and P, (f) are noise spectrums

in the training and recognition, respectively.
When “fully matched training” (FMT) method is
used, ASR system is trained on speech with the same

SNR and noise spectrum for which ASR system will
be tested. As it is shown in [3], FMT method is very
effective: for SNR = 5 dB, speech recognition
accuracy Acc% = 75%, whereas Acc% = 25% for
clean speech training [3]. Unfortunately, results given
in [3] are limited to a special case of the discrete
white noise. Therefore one of the objectives of this
work is to eliminate this drawback.

In accordance with “multi-style training” (MT)
technique [4], training is realized with all available
noisy speech data. MT and FMT techniques are
almost equal in terms of the Acc% [3], [4], and MT
technique is about 20% better than the ASR system
with training on clean speech and noise suppression
at recognition [5]. As stated in [5], the recognition
accuracy can be increased by 30% if the MT
technique would be supplemented with noise
suppression at recognition. Another important
advantage of the MT technique is that it is much less
demanding on memory size of ASR system.

A significant disadvantage of MT technique is the
inability to use, when training, all combinations of
noise kinds and SNR values that may occur during
recognition. Therefore, it was proposed in [6] to
produce training with varying SNR for noise that will
affect the ASR system during recognition. This
technique can be called “spectrum matched training”
(SMT) (Table I). Although the rationality of this
method is beyond doubt, there are no quantitative
assessments of its effectiveness in the literature.
Therefore, another objective of this paper is to fill this

gap.
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TABLE I

NOISED SPEECH TRAINING TECHNIQUES

Technique name Matching
Fully matched SNR, =SNR,,
training (FMT) P.(f)=P,(f)
Spectrum matched SNR, #SNR,,
training (SMT) P (f)=P,(f)
Multi-style SNR, #SNR ,
training (MT) P.(f)#P,(f)

II. PROBLEM STATEMENT AND EXPERIMENT
ORGANIZATION

Automatic speech recognition systems trained on
clean and noisy signals were compared, on
recognition accuracy, in this study. In this connection
two techniques, FMT and SMT, of ASR system
training on noisy signals were considered.

Additive mixture of signal and noise with desired
signal-to-noise ratio SNR, was formed in accordance

with equation:

s(t)y=k-x(t)+n(t)

_10.05(SNR,—SNR)
k=10 0 ,

where x(7) is clear speech signal, n(z) is noise, SNR
is signal-to-noise ratio for saved clear speech signal.
SNR, value was varied in the range 045 dB.

Speech signals were the Russian names of num-
bers from 1 to 10. Noises of fourteen kinds were used
for speech signals noising (Table II). These were
noises of household appliances and computers, street
and transport, teaching rooms and lobbies.

Toolkit HTK was used for ASR system simulation
and recognition accuracy assessment [7]. There were
22 phonemes of Russian language in phoneme vo-
cabulary and there has been used 39 MFCC 0 D A
coefficients when ASR simulating. Clean speech
signals (single words) were recorded in anechoic
room ( T,, ~0.1 s). Parameters of digitized sounds

were: sampling rate 22050 Hz, linear quantization 16
bit. Signal-to-noise ratio (SNR) was near 45 dB for
saved “clean” speech signals. Every word of clean
speech was recorded 20 times; the words were uttered
by speaker-woman with a different intonation.

Testing of ASR system was performed on six
samples of noisy speech. Test sentences consisted of
all ten words, with pauses between them 0.3—0.5 s.
The recognition accuracy

N-D-S-1

Acc% = x100%

was assessed according to the test results, where N
is the total number of labels in the reference

transcriptions; D is the number of deletion errors; S
is the number of substitution errors; / is the number
of insertion errors.

III. EXPERIMENTAL RESULTS

Test results of ASR system trained on clean
speech are shown in Fig. 1 and Table II. These results
indicate that the quality of recognition depends
essentially on the spectral and temporal properties of
noise. Indeed, for speech in trolley, Acc% = 95% for
SNR, > 17 dB, and for speech masked by noise of

people filled audience, Acc% =95% for
SNR, >25 dB. Noise in the underpass has the most

powerful masking properties. This can be explained
both the combined action of noise and reverberation,
and spectral-temporal characteristics of the noise [8]
—[10].

Test results of ASR system trained on noised
speech by FMT technique are shown in Fig. 2 and
Table III. Transport noise of street paved with stone
blocks was used here. Similar results were obtained
for all 14 kinds of considered noises. They are in
good agreement with the results of [3], and they also
give a more comprehensive picture of the FMT
technique.
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Fig. 1. Acc% for ASR system trained on clean speech

Indeed, as follows from Fig. 1, when training on
clean speech, recognition accuracy Acc% = 95% for
paved street noise is achieved only for SNR > 28 dB.

Meanwhile, when training on noised speech by FMT
technique with SNR, = 10 dB, recognition accuracy

Acc% =95% is achieved at SNR, =7...15 dB. When
increasing SNR, to 15dB, it can be achieved
Acc% =95% for SNR, = 8..27dB. A further in-
creasing of SNR, to 20 dB provides Acc% =95%
for SNR, = 12...35 dB. As it can be seen, growth of
SNR, leads to expansion and shifting to the right
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values range of SNR, that ensure the required accu-
racy of recognition.
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Fig. 2. Acc% for ASR system trained by FMT technique
(paved street)

Test results of ASR system trained on noised
speech by SMT technique are shown in Fig. 3 and
Table IV. It can be seen that this training method is
much superior to FMT technique. For noise of paved

street, recognition accuracy Acc% = 95% is achieved
for SNR, >5 dB, and for most other types of noise
the same accuracy is achieved for SNR, >10 dB. The
exceptions are the subway train noise and noise in the
people filled auditorium — in these cases, the recog-
nition accuracy Adcc% = 95% is achieved only for
SNR, >25 dB.
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Fig. 3. Acc% for ASR system trained by SMT technique

TABLE I1

AcCC% VALUES FOR CLEAN SPEECH TRAINING

SNR, (dB)
Noises
0 5 10 15 20 25 30 35 40
Paved street 10 1222 47 78 88 98 100 100
Truck 10 10 22 58 97 98 100 100 100
Trolleybus stop 10 18 23 65 90 95 100 100 100
Subway train 10 10 23 47 75 98 100 100 100
Metro lobby 10 17 25 75 97 100 100 100 100
Station lobby 20 22 23 48 78 88 98 100 100
Near station 10 30 78 92 100 100 100 100 100
Filled audience 12 18 30 55 83 93 100 100 100
In trolley 10 30 58 92 100 100 100 100 100
Computer 10 10 18 47 93 98 100 100 100
Grinder 10 18 20 27 58 85 98 100 100
Underpass 18 20 32 50 67 68 77 85 97
Microwave 100 20 22 70 97 100 100 100 100
Washer 200 25 45 75 93 100 100 100 100
TABLE III
ACC% VALUES FOR FMT TECHNIQUE TRAINING (PAVED STREET)
SNR SNR, (dB)
(dB) |clear|0 5 10 15 20 25 30 35 40 45 univer
10 |65 78 48 47 40 15 10 10 10 10 62
12|63 90 90 85 62 50 28 15 13 12 95
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10 22 163 93 100 100 92 75 57 38 35 25 100
15 47 |47 78 95 100 100 98 90 63 65 52 100
20 78 |30 65 88 100 100 100 100 95 88 80 100
25 88 |15 58 88 97 98 100 100 100 98 97 100
30 98 |15 50 77 90 100 98 100 100 100 100 100
35 100 |13 30 72 87 95 100 100 100 100 100 100
40 100 |12 18 68 85 88 95 100 100 100 100 100
45 100 |10 12 32 50 72 85 85 92 95 97 88
TABLE III
ACC% VALUES FOR SMT TECHNIQUE TRAINING
Noises SNR, (dB)
0 5 10 15 20 25 30 35 40
Paved street 62 95 100 100 100 100 100 100 100
Truck 50 88 100 100 100 100 100 100 100
Trolleybus stop 60 92 97 100 100 100 100 100 100
Subway train 42 45 65 80 92 97 98 100 100
Metro lobby 50 88 98 100 100 100 98 98 100
Station lobby 55 93 100 100 100 100 100 100 100
Near station 72 90 93 95 95 97 100 100 100
Filled audience 47 67 82 87 90 95 98 98 98
In trolley 58 92 98 100 100 100 100 100 100
Computer 50 85 97 100 100 100 100 100 100
Grinder 58 87 100 100 98 97 95 98 98
Underpass 83 93 95 100 100 100 100 100 100
Microwave 58 87 95 100 100 100 100 100 100
Washer 47 77 98 100 100 100 100 100 100
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A. M. IIpoaeyc, K. A. KyxapiueBa. TouHicTh cHCTEM aBTOMATUYHOIO PO3MiZHABAHHA MOBJIEHHS, HABYEHUX HA
3alyMJIEHOMY MOBJICHHI

BukoHaHO MOPIBHAHHS JBOX METOMIB HABYaHHS CHCTEMU aBTOMATHYHOT'O PO3Ii3HABAHHSA MOBJICHHS Ha 3aIIyMJICHOMY
MOBJICHHI 13 METOZIOM HaBYAHHS HAa YACTOMY MOBJICHHI. [IOpIBHAHHSI BUKOHAHO JUIS YOTHPHAILSATH BUIIB IIIYMIB i3 BH-
KOPUCTAHHAM TaKOi MIpH, K TOYHICTh PO3Mi3HABaHHI. BUKOPHUCTAHO MIyMU MOOYTOBOI TEXHIKH Ta KOMII IOTEPIB, BY-
JIUYHI TIYMH Ta IIYMU TPAHCIIOPTY, IIYMH B HABYAJHHHUX MPHUMIIICHHAX Ta BECTUOMOAX. OAepiKaHO OIIHKU CTYIICHIO
repeBary METO/[iB HaBYaHHS Ha 3alllyMJICHOMY MOBJICHHI Ha/l KOHKYPEHTHUM MeTozioM. [loka3aHo, 1110 Ipy HaBYaHHI Ha
3alTyMJICHOMY MOBJIEHHI TOYHOCTI po3Mi3HaBaHHA 95% MO)KHA JTOCSTHYTU IPH BiJIHOIIEHHSX CUTHAJ-ITYM, HE MEHIIUX
3a 10 ob, Toni sk TpW HaBYaHHI Ha YUCTOMY MOBJIEHHI MOXKHA JOCSATHYTH TaKoi >K TOYHOCTI MPH BiJHOIIEHHI CHUI-
Han-1yM, He MeHmux 3a 20 ab.

Koarou4osi ciioBa: aproMaTHYHE po3Mi3HABaHHS MOBJICHHSI; TOYHICTh PO3ITi3HABAHHS MOBJICHHS; METOJ] HABYaHHS; YNCTE
MOBJICHHST; 3alITyMJICHE MOBJICHHS.
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A. H. IIponeye, K. A. KyxapuueBa. To4HOCTh CHCTEM aBTOMATHYECKOI0 PAClO3HABAHUS pe4vH, 00y4YeHHBIX HA
3alyMJICHHOW pedu

ConocTaBiieHbl METOABI O0YYCHHS CHCTEMBI aBTOMATHUYECKOTO PACIO3HABAHUS Ha 3allyMJICHHOW pedd W METOA 00y-
YCHHUS Ha YUCTOM peur. CpaBHEHHE BBIMOJIHEHO JUIS YSThIPHAAATH BHIOB IIIYMOB, C UCIIOJIb30BAaHUEM TaKOW MEphI KakK
TOYHOCTh pAacHoO3HaBaHUs. VICMONB30BaHBI IIYMBI OBITOBONH TEXHHKA T KOMITBIOTEPOB, IIYMBI YJIHMIBI U YIHYHOT'O
TPaHCIIOPTa, IIYMbI YICOHBIX MOMEIICHUH 1 BecTHOOIeH. T1omydeHsl OEHKH CTEIEHH MPEBOCXOICTBA METOOB 00Y-
YCHHUS Ha 3alllyMJICHHOW PEYM HaJ] KOHKYPCHTHBIM METonoM. [loka3aHo, YTO MpH OOYYEHHHM Ha 3alIyMIICHHON pedYu
MOJKHO JTOCTHYb TOYHOCTH paciio3HaBaHus 95% 11 OTHOIICHHI CUTHAI-IITYM, He MeHee 10 nb, Torma kak npu 00y4eHun
Ha YUCTOM pedr TaKoH k€ TOUHOCTU MOXKHO JIOCTHYB JJI1 OTHOIIEHUM CUTHAN-IIyM He MeHee 20 ab.

KiroueBble c10Ba: aBTOMATHYECKOS PACIIO3HABAHUE PEUH; TOYHOCTH PACIO3HABAHUS PEUH; METOZ OOYUCHHUS;, YMCTas
peub; 3allyMJICHHAs PeUb.
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