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Abstract—Hierarchical approach to data fusion in complex navigation system is proposed. Low level of
data processing in correlation extreme navigation system includes forming and selecting the most infor-
mative relevant features. Advanced algorithm is therefore developed based on weighting correlation
sampling of template features. Practical efficiency of algorithm is researched based on Speed-Up Robust
Feature method of feature points detection and description. Minimization of feature points number in
template without decreasing the quality of matching is observed along with reduction of computational

costs.

Index Terms—Feature selection; maximum entropy method; correlation weighting; Speed-Up Robust

Feature; template informativity.
I. INTRODUCTION

As mentioned by ICAO Committee, Strapdown
Inertial Navigation System (SINS) is the most in-
formative systems and together with Satellite Navi-
gation System (SNS) allows obtaining all required
parameters for object control, including information
about angular orientation. SINS is fully autono-
mous, meaning that it can function without use of
any data from other systems. Another advantage of
SINS is high sampling rate to output navigation data
for the external consumers: sampling rate for orien-
tation angles is up to 100 Hz and for navigation data
it is from 10 to 100 Hz. At the same time, SINS can-
not be used long time in autonomous mode. Measur-
ing elements of SINS, like gyroscopes and accele-
rometers have methodical and instrument errors, ini-
tial alignment errors are also present and cannot be
avoided and together with quantazing errors result in
significant accumulation of navigation errors with
time. To minimize the errors the standard integration
of SINS with external systems is used.

A promising alternative to use of SNS in the in-
tegration scheme can be variant of obtaining correc-
tion from Correlation Extreme Navigation System
(CENS) [1]. Several strong advantages of CENS like
quasi independence, noise immunity, availability on
the majority of flight routes and high accuracy that
depends mostly on cartographic data require further
development of data fusion techniques for
processing information in SINS+CENS integration
scheme.

Principle of action of CENS is based on deter-
mining the current object position by correlative
comparison the measured realization of geophysical
field with template one and finding the best (ex-
treme) match [2]. One of data processing stages in
CENS is forming the informative features of geo-
physical field and their selection.

The field sensor in general case outputs data that
requires preprocessing, in particular extraction of
informative features and transformation to the form
represented in cartographic information. Detection
of characteristic features of the field in general case
is determined in feature space, that contains all poss-
ible features of the field. The features of optical field
of the ground surface can be classified by the fol-
lowing types:

— geometrical (feature points, contours or binary
large areas — BLOB or Binary Large OBjects);

— spectral (spectral descriptions on the basis of
Fourier or wavelet transforms);

— structural (on the basis of morphological analy-
sis);

— statistical (on the basis of probability distribu-
tion, method of histograms, etc).

II. PROBLEM STATEMENT

The problem statement is therefore formulated as
following. It is necessary to select such components
in feature vector which provide relevant representa-
tion of field realization in three-dimensional space.
Relevance and completeness of selected features
will be determined based on maximum entropy prin-
ciple [3].
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If the decision to match the current realization
with definite template is made based on the incom-
plete information then it must be selected from the
probability distribution which maximizes entropy
under the given constraints on the distribution.

To maximize entropy it is clear that the more fea-
tures are included in the feature vector the better re-
levance of made decision will be. However, there
must be compromise between dimension of feature
vector and available computing resources of air-
borne computer. Let's formulate criteria of feature
selection which can be implemented at the stage of
cartographic data preparation. Feature vector in gen-
eral case will contain the following data:

x field, x, field
X =|x,= : X, = :
x field,, x, field ,,
class 1
x field, x,,, field,
X, = : X, = :
x field,, x,,, field,, ,

class K

where each class corresponds to the definite features
with numerical and logical values. For example, for
class of Speed-Up Robust Feature (SURF) feature
points there are the following numerical values: de-
scriptor itself by 8§x8 dimension, descriptor orienta-
tion, Laplacian, point coordinates on image, etc.

It is necessary to select class of features and to
determine the minimal number of features to
represent the given template without loss of match-
ing reliability. It can be estimated by probability of
false matching of current ith feature vector with jth
template. Let's minimize the probability of false
matching, since maximization of probability of true
matching can be done in expense of unlimited in-
crease of feature vector size.

X=argminP(X,. =Xj), i#J. (1)
K.,N

Further consideration will be done on the exam-
ple of feature points taken from image by SURF
method [4].

III. PROBLEM ANALYSIS

Many statistical methods for evaluating the worth
of feature subsets based on characteristics of the
training data are only applicable to numeric features.
Furthermore, these measures are often monotonic
(increasing the size of the feature subset can never
decrease performance).

In [5] a feature selection algorithm based on ideas
from information theory and probabilistic reasoning
is introduced. The rationale behind their approach is
that, since the goal of an induction algorithm is to
estimate the probability distributions over the class
values, given the original feature set, feature subset
selection should attempt to remain as close to these
original distributions as possible. One problem with
the algorithm is that it requires features with more
than two values to be encoded as binary in order to
avoid the bias that entropic measures have toward
features with many values. This can greatly increase
the number of features in the original data, as well as
introducing further dependencies.

Feature weighting can be viewed as a generaliza-
tion of feature selection. In feature selection, feature
weights are restricted to 0 or 1 (a feature is used or it
is not). Feature weighting allows finer differentiation
between features by assigning each a continuous
valued weight. Algorithms such as nearest neighbour
(that normally treat each feature equally) can be eas-
ily modified to include feature weighting when cal-
culating similarity between templates. One thing to
note is that, in general, feature weighting algorithms
do not reduce the dimensionality of the data. Unless
features with very low weight are removed from the
data initially, it is assumed that each feature is useful
for induction; its degree of usefulness is reflected in
the magnitude of its weight.

IV.PROBLEM SOLUTION

Main difference of proposed algorithm is to use
the correlation coefficients as a measure of feature
relevance. Mutual correlation between features al-
lows us to eliminate one of them without loss of
matching reliability. Let's introduce the measure of
feature similarity inside a template as following:

L/ R— @
JN+N(N -1

where N is the number of features of the same class

in a template, 7

; 1s the averaged value of cross-

correlation between ith and jth features, 7, is full

correlation coefficient of template features.

Developed measure is normalized, it reaches to
minimal value — zero under the absence of compo-
nents in feature vector (N = 0) and tends to one in
asymptote under unlimited increase of V.

General algorithm of forming and selecting of
features is performed at the stage of cartographic
data preparation and is the following,.

The template is processed by definite method of
feature detection. Let it will be SURF method. In
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general case the descriptor of feature point includes
the following information: coordinates P={x, y},

scale of Gaussian filter M ={G} , gradient orienta-

tion Rz{(p}, Laplacian L={0,1} (means either
white spot on black background or black spot on
white), and gradients of quadrants
D= {D] ,D,,...,D, } , which surround the point.

27764(128)

Then according to (2) the normalized correlation

matrix K is calculated with elements:
D,(64)D,(64)

" JDA(64)D (64)

3)

where indexes i, j correspond to the feature points
on the same template and current images.

The descriptors are formed as matrix D by size
64xN, or 128xN, where N is a number of feature
points. The function (3) can be found by single mul-
tiplication of matrix on its transpose version as fol-
lowing:

K=D".D =
Dy(1) by " [ pjay D{(N) |. (4)
D4 (1) Dgg(N)| | Da(l) Dg4(N)

Since descriptor matrix is already normalized due
to peculiarities of SURF method, then it is possible

to state that each component K; of matrix (4) cor-

responds to (3).
Features with value of cross-correlation Kj;, i # j
greater than 0.98 are excluded from template.

Then the new feature vector X is formed that

basic
contains all N relevant features with initial weights
w,,i=1..N equal to ones.

Along with this, for unambiguous matching of a
template it is necessary to have all features in meas-
ured signal which leads to 100% probability of rec-
ognition. Therefore, it is stated that feature vector
with weighted components has physical sense of

probability distribution function p(Z|X;) and re-

quires the weight normalization by the following
formula:
N
iz w, =1
N i=1
Then the template field realization is subjected to
planned transformations and distortions like perspec-
tive transforms, change of illumination, noise distur-
bances, etc. Also it may be the different images of
the same area of ground surface taken in different
day or season times.

Let's designate the total number of experiments
for a single template as K. Then the relevance meas-
ure of each feature is estimated iteratively in decision
making of matching by the following expression:

w TAw, k=1.K, (5)

ikl = Wi

ik

where addition corresponds to the case when ith fea-
ture has taken the participation in correct matching
and correspondingly the minus sign will be if there
has been no matching.

Degree of feature participation in decision mak-
ing is assumed to be in the form of correlation coef-

ficient »,j=1..,M , where M is the number of

i
features found in k experiment.

After each iteration the weights are recalculated
to normalize as

Experimental researches have been done on tem-
plate images taken from quadrocopter DJI Phan-
tom 3 Professional at Kiev region at GPS altitude
500. Realization of SURF method is used based on
available code listing in Matlab by [6].

Template images have the resolution 540x960 px,
mostly contain urban areas with informative regions.
Template features are correlated with each other on
preliminary stage. Features with value of cross-
correlation Kj;, i # j greater than 0.98 are excluded
from template.

Decreasing of template size under threshold val-
ue Tsyrr of SURF detector 0.001 is from 530 to 475
feature points, for Tsyrr = 0.0005 the minimization
is from 1082 to 976, and for Tsyrr = 0.0001 it is
from 2567 to 2311.

After decreasing the template size the experi-
ments have been done to match the distorted frag-
ment of template with several templates, including
the resampling one. Results of experiments are
represented in Table I.

As it can be seen the results of matching of fea-
ture points are satisfied in comparison with other
incorrect templates, where the numbers of found
matches (Kj; > 0.98) are less than threshold.

Moreover, the full template with high SURF
threshold gives many similar feature points and
therefore results in false matching of fragment as it
is shown in Fig. 1.

Weighting of remaining features is done by set-
ting the planned transformations of template that are
actually taken as series of frames from onboard vid-
eo. Trajectory of the whole flight is shown in Fig. 2.
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RESULTS OF MATCHING BETWEEN FULL AND RESAMPLING TEMPLATE AND THEIR FRAGMENT

TABLE I

Rotation angle of fragment, deg 3 5 8 10 15
Ratio of correct matches for full 59/54 58/54 52/49 48/42 13/12
and resampling template,

TSURF =0.001

Ratio of correct matches for full 128/114 130/119 121/112 98/90 25/20
and resampling template,

TSURF = (0.0005

Ratio of correct matches for full 285/286 286/268 270/251 222/203 65/59

and resampling template,
T SURF — 0.0001

Fig. 2. Trajectory of flight to take series of template data
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M. II. Myxina, A. II. Ilpumak, A. M. bBaGeniok. Anroputm (popMyBaHHs Ta BUOOpPY iH(pOPMATHBHHUX 03HAK B
0a3i JaHNX KOpeJANiHHO-eKCTPeMAJIBHUX HaBirauiiHuX cucreM

3anporoHOBaHO iEpapXiYHUI MiAXIA 1O CYMICHOI 0OPOOKH JaHUX KOMIUIEKCHOI HaBiraIiiuoi cucremu. HrokHil piBeHb
00pOOKM TaHMX B KOPEISIIHO-eKCTpeMalIbHIM HaBIraliiHii ciucremi BKIIIOYae GpopMyBaHHS Ta BiaOip HaWOUIbII iH-
(OopMaTHBHUX O3HAK, TAKUM YHHOM DPO3POOJICHO PO3IIMPEHHH AITOPUTM HAa OCHOBI 3Ba)KE€HOI Kopessuii Ta BHOIpKH
O03HakK 3 eTayioHy. [IpakTHYHY e(EeKTUBHICTh AITOPUTMY JIOCIIHDKEHO Ha OCHOBI BUKOPUCTAHHS METOAY BUSIBJICHHS Xa-
pakrepHux ToukoBux o3Hak Speed-Up Robust Feature ta Bukopucranns #oro aquckpunropa. Crocrepiranack MiHiMi3a-
Iisl KIJTBKOCTI OCOOJMBHX TOYOK B €TAJOHI O3 3HIDKEHHS SKOCTI CIHIBCTABJICHHS HApiBHI 31 3MCHIIICHHAM OOYHCITIOBA-
JILHUX BUTpAT.
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M. II. Myxuna, A. II. Ilpumax, A. H. BaGenok. Aaroput™m dopmMupoBanusi ¥ BbI6opa NHGOPMATHBHBIX NPHU-
3HAKOB B 0a3e JaHHBIX KOPPeJIAHOHHO-IKCTPEeMAJbHBIX HABUTAMOHHBIX CHCTEM

[Ipennaraercs nepapxuUYecKuil MOIXOM K COBMECTHOW 00pabOTKe AaHHBIX B KOMILIEKCHOW HABUTAalMOHHOW CHCTEME.
HwxHuii ypoBeHb 00pabOTKU JaHHBIX B KOPPEIAMOHHO-IKCTPEMaIbHOM HABUTAlIMOHHOW CHUCTEMe BKIIOYaeT (hopMu-
poBaHHe U 0TOOp Hambosee WMHPOPMATHBHBIX IPH3HAKOB, TAKUM 00pa3oM, pa3pabOTaH pacHIMpEHHBIH alrOpUTM Ha
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