LONG-TERM DEMAND FORECASTING: USING AN ENSEMBLE OF NEURAL NETWORKS TO IMPROVE ACCURACY
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Abstract—This research paper proposes a method of long-term demand forecasting based on an ensemble of neural networks that considers the novelty of the data. A tool for creating the ensemble was developed that uses a bagging technique as well as a modification that allows for the relevance and novelty of the data to be considered when creating training samples for each model in the ensemble. The study examines and compares the developed method with known approaches to long-term demand forecasting. Experimental results have indicated that the proposed approach allows for obtaining more accurate and reliable demand forecasts compared to existing methods. The results emphasize the importance of data in the demand forecasting process and indicate the potential of the proposed method to eventually improve inventory management strategies and product planning.

Index Terms—Deep learning; ensemble method; long-term forecasting; demand forecasting; neural networks; multilayer perceptron.

I. INTRODUCTION

In today's economic environment, characterized by rapid change and instability, demand forecasting plays a pivotal role in strategic business management and effective risk management. Long-term demand forecasting is particularly crucial, influencing a company's ability to plan production, manage inventory, develop new products, and adapt to changes in market conditions.

However, existing methods for long-term demand forecasting fall short of ensuring the necessary accuracy and reliability. Unstable market conditions, dynamic changes in consumer preferences, and competitive strategies pose formidable challenges. Traditional methods often struggle to account for the novelty of data, a crucial factor for accuracy and relevance in today's environment [1].

The primary focus of this paper is to address the challenge of developing an effective long-term demand forecasting method that considers the intricate and dynamic changes in the market, as well as the novelty of data. The objective is to create a model that is not only accurate and reliable but also forms the basis for strategic decisions in demand management and business development.

The chosen methodology, based on the use of an ensemble of neural networks, exhibits high potential flexibility and the ability to adapt to complex nonlinear dependencies in demand data. Neural networks facilitate the modeling of interactions between various variables, capturing implicit relationships. Leveraging an ensemble, where multiple neural networks collaborate, helps avoid overtraining and enhances the overall generalizability of the model [2].

A critical challenge in long-term demand forecasting is managing the dynamism and novelty of data. To address this, we modified our chosen methodology by incorporating a mechanism that considers the novelty of the data when creating subsamples for each model in the ensemble. This adaptation enables our model to flexibly adjust to changes in input data, providing stable and accurate forecasts even in dynamic market conditions.

Furthermore, employing neural networks in an ensemble allows us to utilize different architectures and training parameters for each model, expanding the range of potential solutions and increasing the likelihood of identifying optimal forecasting approaches [3].

This innovative approach to long-term demand forecasting holds the potential to emerge as an effective tool for demand management, contributing to more accurate and reliable forecasts, even in unpredictable market conditions.
II. OVERVIEW OF EXISTING FORECASTING METHODS

A. Autoregressive models

The time series method is used to analyze and predict time-dependent data. Autoregressive Integrated Moving Average (ARIMA) models are effective for time series forecasting because they consider trends, seasonality, and random deviations, which can be especially useful in financial forecasting and economic research [4].

B. Exponential smoothing

Exponential smoothing is a method that allows you to consider the rate of change of data and smooth out random fluctuations. By using different types of exponential smoothing, such as single, double, or triple exponential smoothing, you can get accurate predictions for different types of data [5].

Traditional forecasting methods are an important tool for many industries and business segments, but they have their limitations in a fast-paced world.

Machine learning methods have become an important tool in the field of forecasting. Not only do they allow you to analyze large amounts of data, but they also reveal complex relationships and patterns.

C. Linear regression

Linear regression is a method that establishes a linear relationship between a dependent variable (the quantity we are trying to predict) and one or more independent variables (factors that influence the dependent variable). In the case of a single independent variable, linear regression looks like a straight-line equation. Linear regression assumes a linear relationship between the variables. It is fast and simple, but unfortunately too simple for some complex data models. In such cases, we can use polynomial regression [6].

D. K-Nearest Neighbors algorithm

The K-Nearest Neighbors (KNN) algorithm is a versatile and intuitive machine learning technique used for both classification and regression tasks. Unlike parametric models, KNN is a non-parametric, instance-based learning algorithm, meaning it makes predictions based on the similarity between a new data point and its neighboring data points [7].

E. Decision trees and their ensembles

A decision tree is a hierarchical structure where each node branches into two or more branches depending on the value of a particular attribute. The nodes of the tree contain data partitioning conditions that determine which branch will be taken for a particular object. The leaves of the tree contain predicted values that are the result of the recursive branching of attributes and conditions.

The main advantage of decision trees is their ability to model complex dependencies in data, including nonlinearity and interactions between attributes. They are also easy to interpret because you can track each step in the decision-making process [8].

Decision tree ensembles include several trees that are combined to improve the accuracy and stability of the model. The two main types of ensembles are random forests and gradient boosting. In a random forest, several trees are trained independently of each other, and then their predictions are averaged or selected by voting. Gradient boosting, on the other hand, builds successive trees, each based on the errors of the previous ones.

F. Artificial neural networks

Artificial Neural Networks (ANNs) are a powerful class of machine learning algorithms that model the behavior of the human brain to solve various tasks, such as classification, regression, pattern recognition, and prediction. Neural networks are trained using algorithms that determine the optimal weights between neurons. During training, the networks adapt to the input data, improving their weights to best suit the task at hand [9].

G. Recurrent neural networks

Recurrent neural networks (RNNs) are a class of neural networks that are designed to work with sequential data and other time-dependent data. They differ from conventional feed-forward neural networks in that they have internal memory, which allows them to store and use information about previous inputs as context for more complex computations [10].

III. ENSEMBLE METHODS

Ensemble methods in machine learning are an approach that combines multiple models to improve the overall accuracy of predictions. This approach is based on the idea that combined solutions from multiple models can be more reliable and accurate than individual models.

Ensemble methods are commonly used for various types of tasks, such as classification, regression, and clustering. The main idea is to create a combination of models that complement each other and compensate for the shortcomings of each model.

Ensemble methods can combine different machine learning models, such as decision trees,
neural networks, or regression-based methods, into a single ensemble. This can be done by averaging the results (as in bootstrap aggregation) or by voting, where each model is entitled to one vote in determining the final result [11].

Many ensemble methods use randomization, such as bootstrap sampling, to create multiple training sets for each model. This reduces overfitting and ensures more robust results. In some ensemble methods, models can have weights that determine their importance in the final solution. During voting, models with higher weights have a greater influence on the final result.

Ensemble methods have significant advantages that make them popular in machine learning, but they also have disadvantages that require careful consideration when using them.

Advantages

- One of the key advantages of ensemble methods is their ability to significantly improve the accuracy of predictions. Combining the opinions of multiple models can allow the ensemble to identify complex dependencies in the data that may be missed by individual models.
- Ensemble methods are less prone to overfitting because they consider the opinions of multiple models, which in general can contribute to better generalizability.
- Ensemble methods are usually more robust to noise and random deviations in the training data due to the use of randomization and bootstrap sampling.
- Using different learning algorithms as part of an ensemble can allow you to adapt the approach to different aspects of the data, which improves overall performance.

Disadvantages

- Ensemble methods have many parameters that need to be tuned to achieve the best performance. This can be time-consuming and requires a lot of experimentation.
- Since ensemble methods use multiple models, they can require significantly more computing resources than single models, especially if the data volume is large.

A. Bootstrap aggregation

Bootstrap aggregation, also known as bagging, is one of the most common ensemble methods in machine learning. This method improves model robustness and accuracy by generating multiple training sets using bootstrap sampling [12].

How it works

1) First, a different training set is created for each model in the ensemble by randomly selecting elements from the stored data set and returning them. This process is known as bootstrap sampling, and it allows you to create several training sets for each model.

2) A separate model is trained on each bootstrap set. Since training takes place on different data sets, the models become independent of each other.

3) After all models are trained, their results are aggregated. In the case of classification tasks, this can be done by voting (each model votes for its prediction), and in regression tasks, by averaging the predictions of each model.

B. Gradient boosting

Gradient boosting is a powerful ensemble machine learning method that allows you to create extremely accurate predictions by combining the opinions of several weak models. This method is especially effective for regression and classification tasks [13].

How it works

1) Gradient boosting starts with the creation of a first base model, which can be a simple constant or a small model that predicts the target well.

2) After creating the first model, the prediction error is calculated – the difference between the actual values and the predictions of the first model.

3) The next model tries to correct the residual error left by the first model. This new model learns to predict the residual error and adds its prediction to the results of the first model.

4) This process is iteratively repeated; each subsequent model tries to correct the residual error left by the previous models. This is done through gradient descent, where new models try to reduce the gradient (the difference between actual values and predictions) by learning from the residual error.

C. Stacking

Stacking is an ensemble machine learning method that combines the predictions of several base models with another model called a metamodel [14]. The metamodel acts as a higher-level learner, effectively integrating the outputs of the base models and refining predictions to achieve improved accuracy and generalizability.

How it works

1) First, several base models are created and trained independently on the training data.

2) Each base model makes its own prediction for the input data. These predictions form a prediction matrix, where each column corresponds to a
different model and each row to a different data example.

3) A metamodel is created that takes the prediction matrix of the base models as input. This metamodel is trained on the forecasts of the base models and tries to make a final forecast by reconciling the results of the different base models.

4) The metamodel learns by considering the interaction and connections between the predictions of the underlying models, helping to find the best way to combine their results.

IV. PROPOSED METHOD

The proposed forecasting method is based on an improved bagging that uses an ensemble of neural networks. We use adaptive data selection based on their age to train the base models. Typically, in conventional bagging method, the data for each base model is randomly selected with equal probability. However, in our method, we decided to use adaptive data selection, where older data have a lower probability of being selected for training.

The proposed forecasting method is based on an improved bagging that uses an ensemble of neural networks. We use adaptive data selection based on their age to train the base models. Typically, in conventional bagging method, the data for each base model is randomly selected with equal probability. However, in our method, we decided to use adaptive data selection, where older data have a lower probability of being selected for training.

This is achieved by using the row selection function, which reduces the likelihood of selecting old data in the training subsamples for the base models. Suppose we have a training set $X$ consisting of vectors $x$ with $n$ features, $x = (x_1, x_2, ..., x_n)$. And let there be a time feature among these features, $x_{date}$ for the corresponding vector, $x$ since we are considering data with time dependence. We use a descending function that allows us to control the probability of selecting an observation into the subsample based on its age, in the form:

$$\text{date} \_ \text{min} = \min(x_{\text{date}}),$$

$$w = e^{-\frac{x_{\text{date}} \_ \text{min}}{100}},$$

$$p = \frac{w}{\sum_{i=0}^{n} w_i}.$$

The obtained probability values $p$ for each observation $x$ allow us to balance the number of old observations in the training subsamples and have a predominant majority of newer ones.

We have implemented this method as a class that takes the weights for each observation as input parameters and the configuration of the base model for bagging. This way, it is possible to customize the weights for each observation and use any available algorithm as a base model, providing flexibility in choosing models for the ensemble. Figure 1 shows the general scheme of the proposed method.

A multilayer perceptron (MLP) with 25 hidden layers was chosen as the basic model.

V. RESULTS AND COMPARISON OF ALGORITHMS

A. Data processing

For long-term forecasting, the following data granularity was chosen: “administrative region of the country”–“product”–“week”. The forecasting horizon is 52 weeks. Forecasting the target variable of total sales. An example of the target variable is shown in Fig. 2.

We have implemented this method as a class that takes the weights for each observation as input parameters and the configuration of the base model for bagging. This way, it is possible to customize the weights for each observation and use any available algorithm as a base model, providing flexibility in choosing models for the ensemble. Figure 1 shows the general scheme of the proposed method.
the total number of cash registers in stores in a given region can indicate their capacity and service capacity;
• the start date of the week is used to aggregate the data and determine the analysis period;
• the number of promotional activities in a given period for the selected product;
• the average base price of the product in the region;
• the average promotional price of a product in the region can be a key factor in determining the benefits for the buyer;
• descriptive features of the product: size, category, brand.
These attributes are important for our study and will allow us to better understand and create new attributes to predict the demand for goods in a chain of stores.

After performing the stationarity test, it was concluded that the series was stationary.

To improve the quality of algorithms, you should try to develop or collect a dataset with the most representative characteristics. Primary data cannot immediately serve as training data [15]. The following features were additionally created:

• the sequential number of the week within the year;
• the sequential number of days within the year;
• the number of the month;
• the number of the calendar quarter;
• cyclic representation of date functions to illustrate the cyclical nature of time (e.g., 12 months is closest to 1 month);
• name of the holiday that was during this week;
• coordinates of the regional center;
• distance from the regional center to the capital;
• population of the region;
• total sales of the product for the previous period;
• average sales of products of the same category and size for the previous period;
• price index based on average category prices.

The studied data contains a set of categorical characteristics that cannot be correctly transferred to machine learning models without certain transformations to a numerical form. For ordinary tabular data, it seems possible to consider most of the popular methods for encoding categorical variables, such as one-hot, label encoding, or methods using a target variable, such as target encoding, etc. That's why one-hot doesn't meet our needs because we have many categories. Using this method will lead to the so-called curse of dimensionality. It is also necessary to consider the nature of the data, namely its time dependence, i.e., only past information should be used in the transformation to avoid data leakage. For this purpose, we will use the CatBoost encoder. It is similar to target encoding but includes the principle of ordering to overcome the problem of looking into the future. It uses a principle similar to time series data validation. The values of the target statistics depend on the observed history, i.e., the target value for the current object is calculated only from the series of observations before it [16].

Thereafter, the data was standardized to allow the use of algorithms that depend on the scale of the features, in particular, various variations of neural networks.

B. Metrics for evaluating the quality of the forecast
To test the accuracy of the forecasting model, this study uses estimation methods such as mean absolute error (MAE), weighted bias (wBias) and weighted mean absolute percentage error (wMAPE) [17]. They are defined by the following formulas:

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_{true,i} - y_{pred,i}|, \\
\text{wBias} = \frac{\sum_{i=1}^{n} (y_{true,i} - y_{pred,i}) \times \text{weight}_i}{\sum_{i=1}^{n} y_{true,i} \times \text{weight}_i}, \tag{2}
\]
\[
\text{wMAPE} = \frac{\sum_{i=1}^{n} |y_{true,i} - y_{pred,i}| \times \text{weight}_i}{\sum_{i=1}^{n} y_{true,i} \times \text{weight}_i},
\]
where \(y_{true,i}\) is the true value of the \(i\)th observation, \(y_{pred,i}\) is the predicted value for the \(i\)th observation, and \(\text{weight}_i\) is the realized price of the \(i\)th observation.

C. Results
Tables 1–3 show the quality scores of the implemented bagging and other algorithms on the test sample for different product categories.

Let’s take a look at the aggregate forecasts for the developed algorithm, which are shown in Fig. 3 (weeks on the X-axis, total sales on the Y-axis). We can see that the model can generally track changes in sales levels quite well, which is critical when creating a model, and there is no strong bias.
In this research paper, we present a new method for long-term demand forecasting based on an ensemble of neural networks that considers data novelty. Our approach uses a bagging method and modification technique that allows us to consider the relevance and novelty of the data when generating training samples for each model in the ensemble. The results experiments indicated that the proposed method was superior to existing approaches to long-term demand forecasting. The results emphasize the importance of taking the novelty of data into account when developing demand forecasting strategies.
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