UNIFIED TEMPLATE OF GEOREFERENCED IMAGES FOR VISUAL CORRELATION-EXTREME NAVIGATION SYSTEM
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Abstract. The article considers existing methods of image feature detection. Descriptive representation of unified template is proposed based on Speed-Up Robust Feature (SURF) method. The requirements and structure of database of unified template are developed including the reliability factor of each image feature. Experiments evidences the decreasing of memory volume for database and of computational time of recognition.
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1. Introduction

Correlation-extreme navigation system (CENS) is topical since it is an alternative of data fusion source of Inertial Navigation System (INS), instead of Satellite Navigation System (SNS). SNS allows determining the coordinates of unmanned aerial vehicle (UAV) quite precisely and reliably, but possesses a number of essential shortcomings. The main is that satellite signal can be easily jammed by occasion or intentionally. And then INS operation becomes autonomous with accumulation of positioning errors. The INS correction is required and the most favorable source is CENS. Application of CENS allows carrying out the correction of heading, coordinates and velocity of UAV in the conditions of presence of cartographic data.

The principle of operation of CENS is based on a comparison of template realization of geophysical field (saved in computer memory) with the current realization obtained from the airborne sensor [1]. A degree of matching is represented in the form of correlation function, its extremum is found and is used to get positioning over map.

Visual correlation-extreme navigation consists of two main parts. The first, absolute navigation, or georeferencing [2] mostly relies on recognition of current image frame among template satellite imaginary by feature and correlation approaches. The second, relative navigation, or visual odometry[3] takes a series of video frames and obtains the relative velocities from increments between them. Here also possible two approaches: feature tracking from frame to frame or correlation between consequence frames. Both tasks of visual navigation, recognition and tracking, must be solved in real-time by processing large amount of video information.

Accuracy of CENS positioning is determined by accuracy of airborne sensor and, of course, by accuracy of cartographic data. The high resolution of georeferencing images for visual CENS provides redundancy of information, requires large volume of memory to be allocated, needs high computational capability to be processed in real time, etc. Thus, the preliminary processing of georeferencing images is recommended with purpose of creation of unified template. It must contain minimal but sufficient data for reliable matching with heavy computational preprocessing.

2. Problem statement

The georeferencing image is represented by a descriptive set containing image features like points, contours, areas, textures. The feature points detected by SURF method [4] are selected for investigation. The SURF detector is based on the determinant of the Hessian matrix:

\[ H(x,y,\sigma) = \begin{bmatrix} L_{xx}(x,y,\sigma) & L_{xy}(x,y,\sigma) \\ L_{xy}(x,y,\sigma) & L_{yy}(x,y,\sigma) \end{bmatrix}, \]

where \( L_{xx}(x,y,\sigma) \) is convolution of the second order partial of Gaussian \( \frac{\partial^2}{\partial x^2} g(\sigma) \) from the image in the point \((x, y)\). The same is for \( L_{xy}(x,y,\sigma) \) and \( L_{yy}(x,y,\sigma) \).

But for SURF the fast Hessian is found that is the approximation of matrix (1) by box filters. Dimension of filters is selected as 9×9 with scale \( \sigma=1.2 \) (minimal). The approximations are designated...
as $D_{xx}, D_{yy}, D_{xy}$. The weights are selected from Frobenius norm:

$$\det(H_{\text{approx}}) = D_{xx}D_{yy} - (0.9D_{xy})^2.$$ 

In general case the descriptor of feature point by SURF method includes the following information: coordinates $P = \{x, y\}$, scale of Gaussian filter $M = \{\sigma\}$, gradient orientation $R = \{\alpha\}$, Laplacian $L = \{0, 1\}$ (means either white spot on black background or black spot on white), and gradients of quadrants $D = \{D_1, D_2, ..., D_{64(128)}\}$, which surround the point. 

To calculate the descriptor the rectangular area is formed around the feature point. It has the size $20\sigma$, where $\sigma$ - filter scale, that was used to find the point. For the first octave the size of area is 40x40 pixels. The quadrant is oriented along the major direction calculated for feature point.

The descriptor is calculated as the gradients for $4 \times 4 = 16$ quadrants around the feature point. Then each quadrant is divided further by 16 smaller quadrants as it is shown in Fig. 1.

![Fig. 1. Descriptor of feature point [4]](image)

For each quadrant the responses of Haar wavelets of size $2\sigma$ are computed on the regular grid $5 \times 5 = 25$. Responses by directions $x$ and $y$ are designated as $dx$ and $dy$, respectively, and then for each quadrant the following vector is found:

$$D_{\text{quadrant}} = \left[ \sum dx, \sum dy, \sum |dx|, \sum |dy| \right].$$

With Haar wavelets calculation the image is not rotated, the filter is computed in image coordinates. But after the gradients coordinates ($dx$, $dy$) are rotated in angle corresponding to orientation of quadrant.

Four components on each quadrant must be computed that gives totally the 64 components of descriptor of area around the feature point. By the forming of descriptor array the values are weighted by Gaussian $3.3\sigma$ and centered in the feature point to minimize the possible noise components.

The descriptor of feature point by SURF contains enough information to match the reference image and current one, but for reliable positioning some fields to the descriptor must be added and investigated.

3. Related works

General requirements to unified template for CENS are formulated in [5], without any proposed structure and used methods of data processing. More detailed description of procedure of template data preparation and processing is given in [6]. The proposed presentation is based on technology of computer vision where the template is given as a scene. However, such representation has a significant drawback, namely the procedure of its formation cannot be fully formalized. And therefore it has no possibility to be fully automatized.

4. Proposed database structure of unified template

Meta template (georeferenced image) is separated into several fragments (number and sizes are needed to be researched and optimized also), or templates with the unique ID to be easily matched over meta image, and then they are processed by SURF detector. Coordinates of feature points detected by SURF are given in image coordinate system (CS) and must be referenced to geographical CS, which requires two additional fields for latitude $\phi$ and longitude $\lambda$. As an alternative, it is possible to set the coordinates of reference point (image center of left upper point) with corresponding coordinate transformation matrix (DCM - direction cosine matrix). The last variant provides minimization of memory volume required to keep unified template data. It requires coordinates ($\phi, \lambda$) of reference point in geographical CS, size of template either in meters ($n \times m$), and DCM (B).

Also, two additional navigation parameters must be incorporated into unified template for visual CENS: heading $\psi$ (that is, orientation of image) and altitude $H$ (that is, image scale). They are the same for all feature points and therefore together with geographical coordinates of reference image point and with coordinate transformation matrix can be positioned to separate data level of template (Fig. 2).
The next data layer contains information about each feature point, the same as for conventional SURF descriptor, but including one more, important field, namely weight factor.

SURF detector provides redundant number of feature points [4], the most of which have a lack of repeatability under image distortions or noises. Obviously, it is necessary to test the points during template preprocessing and select the most reliable, that is, those to be detected and matched over all distortions and noises.

The intuitive determination of weight factor of $i^{th}$ feature point can represented as

$$w_i = \frac{N_i}{N},$$

(2)

where $N_i$ is the number of reliable matching of feature point over all $N$ distortions and noises of a template.

The error metric of feature point matching is selected as normalized cross-correlation coefficient (NCC) with maximal value to be equal to 1 if descriptors of two points are equivalent, and to zero if they are totally different. NCC is easy to calculate for SURF descriptor [7] since it requires single operation of matrix multiplication.

5. Experimental results of error metrics comparison

A set of images obtained from UAV camera is investigated. An image of 4000x3000 px is divided into $N$ templates (number of template is selected as 4). Each template correspondingly has the resolution 2000x1500 px.

SURF detector is realized in MATLAB 2014a environment by [8]. For the first template of meta georeferenced image shown in Fig. 2, a, the initial data fields of feature point descriptors are represented in Fig. 2, b.

Also the number of detected feature points for the first template is significant, 9052. And some of this points are not reliable meaning that for other condition of image capturing or illumination they will not be detected at all. Moreover, non-stationary objects like cars, shadows, etc. also need to be eliminated from a template. For this purpose it is proposed to introduce the weight factor of each point.

For this, the selected template (No.1) was subjected to different distortions and noises (Table 1).
Table 1. Noises and distortions of template image

<table>
<thead>
<tr>
<th>Description</th>
<th>MATLAB Code</th>
</tr>
</thead>
<tbody>
<tr>
<td>Darkening with intensity 0.1</td>
<td><code>imnoise(I01,'gaussian', -0.1,0)</code></td>
</tr>
<tr>
<td>Darkening with intensity 0.2</td>
<td><code>imnoise(I01,'gaussian', -0.2,0)</code></td>
</tr>
<tr>
<td>Darkening with intensity 0.3</td>
<td><code>imnoise(I01,'gaussian', -0.3,0)</code></td>
</tr>
<tr>
<td>Lighting with intensity 0.1</td>
<td><code>imnoise(I01,'gaussian', 0.1,0)</code></td>
</tr>
<tr>
<td>Lighting with intensity 0.2</td>
<td><code>imnoise(I01,'gaussian', 0.2,0)</code></td>
</tr>
<tr>
<td>Lighting with intensity 0.3</td>
<td><code>imnoise(I01,'gaussian', 0.3,0)</code></td>
</tr>
<tr>
<td>High frequency gaussian noise with variance 0.05</td>
<td><code>imnoise(I01,'gaussian', 0,0.05)</code></td>
</tr>
<tr>
<td>High frequency gaussian noise with variance 0.1</td>
<td><code>imnoise(I01,'gaussian', 0,0.1)</code></td>
</tr>
<tr>
<td>Image rotation by 5 degrees</td>
<td><code>imrotate(I01, 5)</code></td>
</tr>
<tr>
<td>Image rotation by 10 degrees</td>
<td><code>imrotate(I01, 10)</code></td>
</tr>
<tr>
<td>Image rotation by 15 degrees</td>
<td><code>imrotate(I01, 55)</code></td>
</tr>
<tr>
<td>Affine transforms, vertical skew</td>
<td></td>
</tr>
<tr>
<td>Affine transforms, horizontal skew</td>
<td></td>
</tr>
<tr>
<td>Affine transforms, horizontal stretching</td>
<td></td>
</tr>
<tr>
<td>Affine transforms, vertical stretching</td>
<td></td>
</tr>
</tbody>
</table>
The reliability of each point was calculated by (2) for general number of experiments \( N = 15 \). Initially the threshold of NCC was selected as 0.75. Fig. 3 demonstrates the distribution of reliable points over the first template.

![Fig. 3](image_url)

**Fig. 3.** NCC for reliable matching > 0.75, number of reliable feature points is 4142 from total number of 9052.

The results of image recognition for other distortions parameters have shown poor results, that is why the threshold of NCC is decided to be increased up to 0.9. Reliable feature points are then shown in Fig. 4.

![Fig. 4](image_url)

**Fig. 4.** NCC for reliable matching > 0.9, number of reliable feature points is 2328 from total number of 9052.

The structure of unified template data fields realized in MATLAB is shown in Fig. 5.

![Fig. 5](image_url)

**Fig. 5.** Proposed modification of structure of template data fields

The reliability of each point was calculated by (2) for general number of experiments \( N = 15 \). Initially the threshold of NCC was selected as 0.75. Fig. 3 demonstrates the distribution of reliable points over the first template.

High frequency noise has been eliminated from consideration since it is easily filtered at image pre-processing stage. Total number of distortions has been taken correspondingly equal to 16.

For image represented in Fig. 2, a, the total number of SURF points is 43325, causing the descriptor matrix in dimension of \( 64 \times 43325 \). The full search by the meta template using NCC error metric requires matrix multiplication by \( 43325 \times M \), where \( M \) is a number of SURF points found in the captured video fragment. Excluding the time required for SURF detector, the computational cost of the given operation is too high to be used in real time, even for preliminary region recognition. In average, computational time is about 100 sec.

Introducing the proposed unified template allows us to reduce the number of SURF points, in general for meta image it is 6997, meaning decreasing in 6 times. Correspondingly, time for full search over templates is about 2 sec, by several orders of magnitude.

The descriptor matrix \( D_0 \) is formed by reshaping descriptors of SUR points (vectors \( 64 \times 1 \)) intro matrix which dimension is \( 64 \times (N_1 + N_2 + \ldots + N_k) \), where \( N_1, N_2, \ldots, N_k \) are number of SURF points in each \( k \) templates selected for search area.

If a prior data is available about current position at meta template, then the dimension of descriptor matrix can be even more reduced.
In experiments the fragment 800px×800px of meta image has been randomly selected (~20% of the size of each template). The results of recognition without distortions have shown poor quality (low then 60%) since the overlapped area has been not enough. Increasing the captured fragment area up to 50% (size 1200px×1200px) allows improving the quality up to 70% (Fig. 6).

![Fig. 6. Recognition quality of video fragment 1200px×1200px randomly taken from the first template](image)

Probability of fragment recognition among the given number of templates has been taken as total number of SURF feature points in unified meta template matched with points detected at fragment. The frequency sense of such probability needs to be normalized to the range [0; 1] then the following expression has been used:

\[ h_i = \frac{H_i}{\sum_{i=1}^{k} H_i} \]

where \( H_i \) is number of matched points with \( i^{th} \) template, \( k \) is total number of templates included in search.

6. Conclusions

Proposed approach to creation of unified template based on SURF points provides minimization of memory volume required to store the cartographic database. Heavy preprocessing stage is used to test and determine the reliability factor of feature points and to select those with reliability higher than predetermined threshold. Decreasing of computational time required for full search over unified templates is about 2 sec, by several orders of magnitude in comparison with search over ordinary template. However, the recognition quality suffers and drops from 90% to 70%.
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Проаналізовано наявні методи виділення характерних ознак зображення. Запропоновано дескриптивне представлення уніфікованого еталону на основі методу Speed-Up Robust Feature (SURF). Розроблені вимоги і структура бази даних уніфікованого еталону, включаючи показник надійності кожного характерного ознаки зображення. Експерименти свідчать про зменшення обсягів пам'яті для зберігання бази даних і зниження обчислювальних витрат процес розпізнавання.
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