STRUCTURE IDENTIFICATION OF NON-LINEAR SYSTEM “MOVING OBJECT AND SERVO DRIVE” UNDER STOCHASTIC DISTURBANCES
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Abstract. The article represents an algorithm for dynamics models identification of nonlinear system “moving object and servo drive”, taking into account that the stochastic disturbances presented in the real operating mode are acting on it.
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1. Introduction

In the time of solving a wide class of applied problems of controlled processes model construction, identification, state estimation of dynamic objects, filtering, prediction, recognition and control it is often necessary to process data under the initial conditions of uncertainty of both object properties and characteristics of environment with which it has to interact. The significant progress has been made in this area due to the essential results obtained during the last two decades in identification and control theory, intensive development of modern intellectual information technologies, improvement of computer technology, the practical requirements to creation of algorithms operated with insufficient a priori information available at the disposal of the system designer. Meanwhile, many of the previously known methods and algorithms oriented to operation in a priori uncertainty conditions are inoperative in violation of the assumptions on membership sets of object parameters and characteristics of unmeasured disturbances.

The stochastic and guaranteed methods of estimation of unknown variables and processes under conditions of uncertainty, such as Kalman filtering, Bayesian method, ellipsoidal estimation method and others are known. The main disadvantage of the stochastic methods of estimation is the necessity to know the statistical properties of an object. Such information can not always be obtained, or may not reflect the real properties of an object.

Unfortunately, both the stochastic and guaranteed approaches have common disadvantage – they are inoperative in the case if the assumptions do not match the actual properties of the control object. In addition, they are intended mainly for the estimation of the state and parameters of linear objects. This is quite a serious limitation for the real complex control objects because such objects usually have nonlinear dynamics that can not be adequately described by linearized models. Therefore, the problem solution of the development of robust estimation and identification methods which are efficient in violation of a priori hypotheses and minimum a priori information about the control object is really actual one.

Let us consider the structure identification problem of dynamics models of non-linear system “moving object and servo drive” under stochastic disturbances.

The block diagram of the under study system is presented in Fig. 1.

In Fig. 1 it is presented both a servo drive which motion can be described by a system of differential equations transformed by Fourier as

\[ x = P^{-1}(M : \bar{y}_1 + \Psi_0 : g), \] (1)

and a moving object connected with the servo drive which motion can be described by a system of non-linear differential equations transformed by Fourier as

\[ \xi = P_0^{-1}(M_0 : x + Y : g). \] (2)

In expressions (1) and (2) the following designations are accepted:

- \( M \) and \( P \) are transfer function matrices, that fix the servo drive motion, with sizes \( n \times m \) and \( n \times n \) respectively;
- \( M_0 \) and \( P_0 \) are transfer function matrices, that define the non-linear object motion,
each of which has a size $n \times n$; $\Psi_0$ and $Y$ are frequency responses of disturbances acting on servo drive and object with size $n \times 1$; $g$ is characteristic of disturbances (it is equal to 1.0 for deterministic disturbances and it is “white noise” designated as $\Delta$ for stochastic stationary disturbances).

$\mathbf{K}_0$, $\mathbf{K}_1$ and $\mathbf{K}_2$ are transfer function square matrices of vector signals meter $\xi$, $\xi_0$ and $x$, which have size $n \times n$; $\phi_0$, $\phi_1$ and $\phi_2$ are frequency responses of measurement noise of signals vector $\xi$, $\xi_0$ and $x$ respectively, received during tests of the system prototypes, with size $n \times 1$; $\bar{y}_0$, $\bar{y}_1$ and $\bar{y}_2$ are estimates of frequency responses of observation signals $y_0$, $y_1$ and $y_2$, received during tests of the system; $L_0$, $L_1$ and $L_2$ are computational algorithms for characteristics estimates calculation of the input and output vectors of the object and servo drive, presented as

$$L_0 = \mathbf{K}^{-1}_0(\bar{y}_0 - \phi_0), \quad L_1 = \mathbf{K}^{-1}_1(\bar{y}_1 - \phi_1), \quad L_2 = \mathbf{K}^{-1}_2(\bar{y}_2 - \phi_2). \quad (3)$$

Since some parts of the under study system are non-linear and their dynamics models depend on active operating mode (e.g. mode “i”), all elements of the block diagram shown in Fig. 1 and next figures are marked by index “i”. The under study operating mode of the system is provided by inputting in the diagram a coefficient $\beta_i$ which defined and inputted by a researcher (Fig. 2):

$$\bar{\xi}_0 = L_i \bar{\xi} = \beta_i \tilde{\nu} \quad (4)$$

In Fig. 2 the following designations are accepted:

$$\mathbf{P}_i^{-1} \mathbf{M}_i = \Phi_{i1}, \quad \mathbf{P}_i^{-1} \Psi_0 = f_i, \quad \mathbf{P}_0^{-1} \mathbf{M}_0 = \Theta_{i1}, \quad \mathbf{P}_0^{-1} \mathbf{Y} = f_{0i}. \quad (5)$$

The frequency response of system output vector has the following form:

$$\tilde{\eta} = \Theta_{i1} \Phi_{i1} (\beta_i \tilde{\nu}) + (\Theta_{i1} f_i + f_{0i}) g = \Theta_{i1} \Phi_{i1} (\beta_i \tilde{\nu}) + \eta_0. \quad (6)$$

The elements $\Theta_{i1}$, $\Phi_{i1}$, $f_i$ and $f_{0i}$ of the block diagram have to be identified.
2. Structure identification of servo drive dynamics models

Taking into account the designations (6) introduced above the block diagram of the servo drive in the system has a view presented in Fig. 3.

\[ x_i = \Phi_{ii} (\beta, \tilde{v}) + f_i g, \quad \tilde{x}_i = (\beta, \tilde{v}) \Phi_{ii} + g, f_i, \]
\[ \tilde{x}_i = L_2 x_i, \quad \tilde{x}_i = x_i L_2 + \tilde{v}. \] (7)

Here it is reasonable to introduce new designations:

\[ \Phi_{ii} = (\Phi_{ii}, f_i), \quad z_i = (\beta, \tilde{v}), \quad x_i = \Phi_{ii} z_i \] (8)

If only deterministic disturbances acting on the servo drive, the expressions (7) should be rewritten as

\[ x_i = \overline{\Phi}_{ii} z_i, \quad \tilde{x}_i = \overline{\Phi}_{ii} \tilde{z}_i, \quad \tilde{x}_i = \overline{\Phi}_{ii} \tilde{z}_i + \tilde{x}_i. \] (9)

and the frequency responses of identification error signals vector should be presented as follows:

\[ \overline{\varepsilon}_x = \tilde{x}_i - \overline{\Phi}_{ii} z_i, \quad \overline{\varepsilon}_x = \overline{\Phi}_{ii} \tilde{z}_i - \tilde{x}_i, \quad \overline{\varepsilon}_x = \overline{\Phi}_{ii} \tilde{z}_i - \tilde{x}_i. \] (10)

Functional of servo drive dynamics models identification performance should be written as

\[ \overline{I}_x = \frac{1}{2 \pi j} \int_{-j \omega}^{j \omega} \text{tr} \left[ (\overline{\Phi}_{ii} \tilde{z}_i - \overline{\Phi}_{ii} \tilde{z}_i) \right] ds, \quad s = j \omega \] (11)

The first variation of the functional (12) is the following:

\[ \delta \overline{I}_x = \frac{1}{2 \pi j} \int_{-j \omega}^{j \omega} \text{tr} \left[ (\delta \overline{\Phi}_{ii} \tilde{z}_i - \delta \overline{\Phi}_{ii} \tilde{z}_i) \right] ds \]
\[ + \delta \overline{\Phi}_{ii} (\tilde{z}_i, \tilde{z}_i, \tilde{z}_i, \tilde{z}_i) \overline{I}_x ds. \] (13)

It is reasonable to introduce the following designations in the variance (13):

\[ \Gamma_x, \overline{\Gamma}_x = \overline{R}_x, \quad \tilde{z}_i \tilde{z}_i = \overline{D}_x \overline{D}_{x}, \quad \text{where} \quad \tilde{z}_i \tilde{z}_i = 0, \quad \text{that is this matrix is singular,} \]

\[ \overline{I}_x = T_x 0 + T_x + T_x = \Gamma_x R_x \overline{D}_x \overline{D}_x^{-1} \]

Factorization and separation procedures of matrices \( \overline{R}_x, \tilde{z}_i \tilde{z}_i \) and \( T_x \) are being performed by Davis [2] but in the rough.

The condition of approximate equality of the variance (13) to zero is

\[ \Gamma_x, \overline{\Phi}_{ii} (T_x 0 + T_x + T_x) = \Gamma_x R_x \overline{D}_x \overline{D}_x^{-1} \]

Applying the algorithm (14) the structures \( \overline{\Phi}_{ii} \overline{\Phi}_{ii} \) and \( \overline{\Phi}_{ii} \) are determined approximately.

3. Structure identification of servo drive dynamics models in the system under random disturbances

In this variant of the task the characteristics of random vectors \( x_i \) are

\[ x_i = \Phi_{ii} z_i, \quad x_i = \tilde{z}_i, \quad x_i = \Phi_{ii} \tilde{z}_i, \] (15)

where

\[ \Phi_{ii} = (\Phi_{ii}, f_i), \] (16)

\[ z_i = (\beta, \tilde{v}), \] (17)

the frequency responses of identification error signals vector \( \varepsilon_x \) are the following:

\[ \varepsilon_x = \Phi_{ii} \tilde{z}_i, \quad \varepsilon_x = \tilde{z}_i, \quad \varepsilon_x = \Phi_{ii} \tilde{z}_i, \]
and the functional of identification performance should be written as

$$e_x = \frac{1}{f} \int_{-f}^{f} tr \left( S'_{\xi x} R_x \right) ds$$

(19)

According to Wiener-Khinchin theorem to spectral density matrices of identification error signals vectors and their components are

$$S'_{\xi x} = \left( \Phi_{0i} z_i - x_i \right) \left( \Phi_{0i} \Phi_{0i} - \tilde{x}_i \right)$$

(20)

$$S'_{\xi i} = \left( \frac{z_i z_i}{z_i z_i} \right) = \left( \frac{V_i V_i}{V_i V_i} \right) = \beta_i S'_{\xi i} + \frac{\sigma_{\xi i}^2}{\pi}$$

$$S'_{\xi i} = \left( \beta_i S'_{\xi i}, 0 \right)$$

The identification problem of the structure $\Phi_{0i}$ is being solved by Wiener-Kolmogorov method [1]. It is necessary to put into the functional (19) the matrices (20). In the result the functional (19) takes the following form:

$$e_x = \frac{1}{f} \int_{-f}^{f} tr \left( \Phi_{0i} S'_{\xi x} - \Phi_{0i} S'_{\xi x} - \Phi_{0i} S'_{\xi x} \right) R_x$$

(21)

The first variation of the functional (21) is

$$\delta e_x = \frac{1}{f} \int_{-f}^{f} tr \left[ \delta \Phi_{0i} S'_{\xi x} R_x - S'_{\xi x} R_x \right] ds$$

(22)

$$+ \delta \Phi_{0i} \left( S'_{\xi x} R_x - \delta \Phi_{0i} R_x \right) ds.$$
\[
\tilde{\xi} = \Theta_{i1} x_i + f_{o1} g = (\Theta_{i1}, f_{o1}) \int g
\]

\[
= (\Theta_{i1}, f_{o1}) \begin{bmatrix} \Phi_{i1} (\beta_i, \tilde{v}) \\ g \end{bmatrix} = (\Theta_{i1}, f_{o1}) \Phi_{i1} \beta_i \tilde{v} + \int g
\]

\[
= (\Theta_{i1}, f_{o1}) \Phi_{i1} \beta_i \tilde{v} + \int g \Theta_{0i} \tilde{z}_i,
\]

where \( \tilde{z}_i = \left\{ \Phi_{i1} \beta_i + \int g \right\} \).

The frequency responses of identification error signals vector of the system dynamics models under deterministic disturbances are

\[
\tilde{\xi}_{o1} = \tilde{\xi} - \tilde{\xi}_0 = \Theta_{0i} \Phi_{i1} \beta_i + \int g - \tilde{\xi}_0 = \Theta_{0i} \tilde{z}_i.
\]

\[
\tilde{\xi}_{o1} = \left\{ \beta_i \tilde{v}, \Phi_{i1} + g, \int \right\} \Theta_{0i} = \tilde{\xi}_0 = \tilde{\xi}_0 = \Theta_{0i} \tilde{z}_i.
\]

If the disturbances acting on the system are random, the frequency responses of identification error signals vector have to be the following:

\[
\frac{\dot{\tilde{\xi}}_{o1}}{\tilde{\xi}_{o1}} = \Theta_{0i} \left\{ \Phi_{i1} \beta_i + \int \Delta \right\} - \tilde{\xi}_0.
\]

(27)

The functional of system dynamics models identification performance under deterministic disturbances is

\[
I_0 = \frac{1}{2\pi j} \int_{-\infty}^{\infty} \text{tr} \left[ \tilde{\xi}_{o1} \tilde{z}_i \Theta_{0i} \tilde{z}_i \right] ds, \quad s = j\omega,
\]

(28)

and the functional of system dynamics models identification performance under random disturbances is

\[
S_{\tilde{\xi}_0} = \left\{ \tilde{\xi}_{o1} \tilde{z}_i \Theta_{0i} \tilde{z}_i \right\} = \Theta_{0i} \tilde{z}_i \tilde{z}_i \Theta_{0i} \tilde{z}_i.
\]

On the basis of Wiener-Khinchin theorem it is possible to create a transposed spectral density matrix of identification error signals vector of system dynamics models that is the following:

\[
S_{\tilde{\xi}, \tilde{\xi}} = \left\{ \tilde{\xi}_{o1} \Theta_{0i} \tilde{z}_i \right\} = \Theta_{0i} \tilde{z}_i \Theta_{0i} \tilde{z}_i.
\]

(29)

5. Structure identification of object dynamics models in the system under deterministic disturbances

Substitution of the expressions (25) and (26) into the functional (30) makes possible to present it as follows:

\[
I_0 = \frac{1}{2\pi j} \int_{-\infty}^{\infty} \text{tr} \left[ \tilde{\xi}_{o1} \tilde{z}_i \Theta_{0i} \tilde{z}_i \right] ds = \frac{1}{2\pi j} \int_{-\infty}^{\infty} \text{tr} \left[ \tilde{\xi}_{o1} \tilde{z}_i \Theta_{0i} \tilde{z}_i \right] ds.
\]

(31)

Minimization of the functional (31) is carried out by Wiener-Kolmogorov method [1]. The first variation of the functional is

\[
\delta I_0 = \frac{1}{2\pi j} \int_{-\infty}^{\infty} \text{tr} \left[ \tilde{\xi}_{o1} \tilde{z}_i \Theta_{0i} \tilde{z}_i \right] ds
\]

(32)
Taking into account the factorization and separation procedures of matrices [2] the following designations are inserted into the variation (32):

\[
\begin{align*}
\Gamma_0^0, \Gamma_0^+ = \tilde{R}_0, \\
\tilde{D}_0^0, \tilde{D}_0^+ = \tilde{Z}_i, \tilde{Z}_i^+;
\end{align*}
\]

(33)

where \( \tilde{Z}_i, \tilde{Z}_i^+ = 0 \), that is this matrix is singular.

The condition of equality to zero of the variance (32) is the following:

\[
\begin{align*}
\Gamma_0^0 \tilde{D}_0^0 = (\tilde{T}_0 + \tilde{T}_0^+).
\end{align*}
\]

Identification algorithm of structure \( \Theta_0 \) is

\[
\Theta_0 = (\Gamma_0)^{-1}, (\tilde{T}_0 + \tilde{T}_0^+) \Gamma_0^{-1}.
\]

(34)

According to the algorithm (34) the optimized characteristics \( \Theta_0 \) and \( \tilde{f}_0 \) get known.

6. Particular variant of identification problem

solution of structure \( \Theta_0 \) when the features of frequency responses of signals vector \( \tilde{Z}_i \) are located in the left-half s-plane.

In this variant of identification problem the variance (32) is

\[
\begin{align*}
\delta \Gamma_0 = \frac{1}{\pi} \int_{-\pi}^{\pi} \left[ \Gamma_0^0 \Theta_0 \tilde{Z}_i - \Gamma_0 \tilde{Z}_i \right] ds + \delta \Theta_0 \tilde{Z}_i \left[ \tilde{Z}_i \Theta_0 \tilde{Z}_i - \tilde{Z}_i \Gamma_0 \tilde{Z}_i \right] ds,
\end{align*}
\]

(35)

where \( \Gamma_0 \tilde{Z}_i = \tilde{T}_0 \),

and the condition of equality to zero of the variance (35) is the following:

\[
\Gamma_0 \tilde{D}_0 \tilde{Z}_i = (\tilde{T}_0 + \tilde{T}_0^+).
\]

Identification algorithm of the optimal structure \( \Theta_0 \) can be presented as

\[
\Theta_0 = (\Gamma_0)^{-1}(\tilde{T}_0 + \tilde{T}_0^+) \tilde{Z}_i^y,
\]

(36)

where “#” is a sign of pseudoinversion of a vector.

In accordance with Gantmacher [3] the factor

\[
\left[ \frac{\tilde{Z}_i}{\tilde{Z}_i^+} \right]^y = A^+ = C^* (CC^*)^{-1} (B^* B)^{-1} B^*,
\]

where the sign “*” at the top is a symbol of transposition;

\[
B = \tilde{z}_i; \quad C = (1, 0); \quad (CC^*)^{-1} = 1, 0;
\]

\[
(\Gamma^*_i \Gamma)_i = (\tilde{z}_i, \tilde{z}_i, \ldots, \tilde{z}_n) \sum_{i=1}^{n} \frac{\tilde{z}_i^2}{\tilde{z}_i^2}.
\]

So the identified optimal structure \( \Theta_0 \) is calculated by the following algorithm:

\[
\Theta_0 = \Gamma_0 (\tilde{T}_0 + \tilde{T}_0^+) \tilde{z}_i^*.
\]

(37)

7. Structure identification of object dynamics models in the system under random disturbances

Block diagram of the system in the under study variant of the task is presented in Fig. 5.

![Fig. 5. Block diagram of the system for object identification problem solution under random disturbances](image)

As before the following designations are used here

\[
P_{0\theta}^{-1} M_{0\theta} = \Theta_0; \quad f_0 = \tilde{P}_{0\tilde{Y}}; \quad \tilde{x}_i = \Phi_0 (\tilde{y}_i + \tilde{f}_i \Delta; \quad \tilde{v} = \tau_1 \tilde{y}_0;
\]

\[
\tau_0 = K_0^{-1} (\tilde{y}_0 - \tilde{\phi}_0).
\]

The frequency response of signals vector \( \tilde{z}_i \) is
\[
\dot{\xi}_j = \Theta_{ij} x_i + f_{oi} \Delta = \Theta_{ij} \left[ \beta_j \dot{\nu} + f_0 \Delta \right] + f_{oi} \Delta = \\
= \left( \Theta_{ij} + f_{oi} \right) \left[ \beta_j \dot{\nu} + f_0 \Delta \right] = \Theta_{ij} \left[ \beta_j \dot{\nu} + f_0 \Delta \right].
\]

The frequency response of identification error signals vector of object dynamics models in the system under random disturbances is

\[
\xi_0 = \xi_i - \tilde{\xi}_i = \Theta_{ij} z_i - \tilde{\xi}_i, \quad \xi_0 = \Theta_{ij} - \tilde{\xi}_i, \quad \xi_0 = \Theta_{ij} - \tilde{\xi}_i,
\]
and transposed spectral density matrix of error signals vector \( \xi_0 \) is determined by the expression (30). Substitution of the matrices (30) into the functional (31) makes possible to present it as follows:

\[
\begin{align*}
\dot{e}_0 &= \frac{1}{j} \int_{-j\omega_0}^{j\omega_0} \left( S'_{\xi_0} \right) R_0 \, ds = \\
&= \frac{1}{j} \int_{-j\omega_0}^{j\omega_0} \left[ \Theta_{ij} \left( z_i - \tilde{\xi}_i \right) \right] \left( \Theta_{ij} - \tilde{\xi}_i \right) R_0 \, ds = \\
&= \frac{1}{j} \int_{-j\omega_0}^{j\omega_0} \left[ \Theta_{ij} \left( S'_{\xi_0} + S'_{\xi_0} - \Theta_{ij} \right) \right] R_0 \, ds,
\end{align*}
\]

where matrix \( S'_{\xi_0} \) is the following:

\[
S'_{\xi_0} = \left[ z_i \tilde{\xi}_i \right] = \left[ \Phi_{ij} \left( \beta_j \nu \right) + f_0 \Delta \right] \times \\
\times \left[ \beta_j \dot{\nu} + f_0 \Delta \right] = \\
\left[ \beta_j \dot{\nu} \beta_j \nu + f_0 \Delta \right] \times \\
\left[ \beta_j \dot{\nu} \beta_j \nu + f_0 \Delta \right].
\]

The problem of minimization of the object dynamics models identification performance functional (31) under random disturbances is also being solved by Wiener-Kolmogorov method [1]. The first variation of the functional (40) should be written as

\[
\begin{align*}
\delta e_0 &= \frac{1}{j} \int_{-j\omega_0}^{j\omega_0} \left( \Theta_{ij} \left( z_i - \tilde{\xi}_i \right) \right) R_0 \, ds = \\
&= \frac{1}{j} \int_{-j\omega_0}^{j\omega_0} \left[ \Theta_{ij} \left( S'_{\xi_0} + S'_{\xi_0} - \Theta_{ij} \right) \right] R_0 \, ds,
\end{align*}
\]

In the variation of the functional the following designations are inserted:

\[
\begin{align*}
\Gamma_0 \Theta_{ij} D_0 &= \left( T_{00} + T_{0+} \right), \\
T_0 &= T_{00} + T_{0+} + T_{0-} = \Gamma_0 S'_{\xi_0} D_0^{-1}. 
\end{align*}
\]

The condition of equality to zero of the variation (42) is defined as

\[
\Gamma_0 \Theta_{ij} D_0 = \left( T_{00} + T_{0+} \right),
\]
and the identification algorithm of optimal structure \( \hat{\Theta}_{ij} = \left( \hat{\Theta}_{ij} + f_{oi} \right) \) of the object in the system under random disturbances is the following:

\[
\hat{\Theta}_{ij} = \Gamma_0^{-1} \left( \hat{T}_{00} + \hat{T}_{0+} \right) D_0^{-1}.
\]

Thereby, the assigned task of structure identification of the object in the system under stochastic disturbances has been solved.
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