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Introduction

The theory of scheduling is characterized by a
virtually unlimited number of problem types.
Scheduling optimisation problem is encountered in
several fields, not only such as airline, rail, school
bus and urban transportation, but also in all types of
parallel systems, especially in parallel computing.
The tasks of constructing a schedule arise whenever
there is a choice of one or another order of execution
of works. Often, such tasks are solved by a simple
arrangement of works in the order of their receipt
into the system, and sometimes by chance or
intuitively. The problems of creation optimal
schedule are quite complex. As a rule, the criteria of
optimality contradict each other. The basic types of
scheduling are of deterministic or stochastic types.
Such and more complex models involving flexible
schedules, different carrier types, and other
generalizations, are treated by the methods of
computer modelling and simulation.

For example, the major objective of any task-
scheduling algorithm is to minimize the overall
scheduling length. Besides, sometimes we must
consider resource constrained scheduling problems
with known deterministic renewable resource orders
but uncertain and stochastic activity durations.

Here we consider the problem of scheduling
optimisation in one stage system with single depot
and a set of MV trips.

Analysis of recent research and publications

In the literature, a number of previous work for
scheduling of transportation, communication, and
other systems have been done, which address the
scheduling design challenges in different aspects.
The theory of scheduling is characterized by a huge
number of problem types (see, e.g. Baker [1],
Blazewicz et al. [2], Tanaev et al. [3], Sinnen [4],
Pinedo [5] etc.). In this paper, a regular approach for
the scheduling problems is covered. This approach is
based on a scheduling scheme extended with
original setting to carry out the various activities.

Most of the scheduling problems are
combinatorial in nature [6-9]. One of the major
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challenges faced by high-end computing machines
or supercomputers, which are widely used in
scientific computing area, is energy and power
efficiency [10]. A promising way to improve the
energy and power efficiency is to employ the low-
power architecture developed for optimal
scheduling. The experimental results show that the
scheduler can manage the thread running with
lowers overhead and less storage order, thereby,
improving the multi/many-core system performance.
However, for fine-grained scientific workload, data
communication is more complicated. Other
researches are mainly concerned about the runtime
scheduling algorithms, which assure the maximum
system throughput with acceptable system cost.

Problem statement

In this paper we will follow two guidelines. One
guideline is a distinction between scheduling
models, which comprise a set of scheduling
problems solved by dedicated algorithms. Thus, the
aim of this paper is to present scheduling models for
parallel processing, problems defined on the grounds
of certain scheduling models, and algorithms solving
the scheduling problems. Therefore, the second
guideline is the methodology of computational
complexity research.

In the scheduling theory, the focus is on the
optimal distribution of the finite set of orders
serviced by deterministic systems with one or more
devices, with different assumptions about the nature
of their service. Consider a set of N trips

{Sl(ri),ﬁz (rj),...,SN (TK)} , where trip Si(rj)

has a given duration T and starts at time

T,,1=1,2,...,L. Consider also a single depot
where v objects are stationed. Let the set of nodes, n
= {1, 2, ..., N} represent the set of trips, and node
[n + 1] represents the sink depot.

All information on the basis of which decisions
are made to organize the tasks of the scheduling
system (time, cost, implementation constraints,
required resources) is known in advance, so the
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model of such a system is deterministic. The model
of the process of constructing a schedule is a set of
models that describe the resources, system of tasks,
constraints on the construction of those evaluation
criteria. The service devices in most systems are
considered as resources, and the tasks or orders, are
performed trips.

A serving system is called one-stage (with one or
more parallel devices) if each order can be fully

serviced by each of the M devices. Durations T,

servicing each order i € N by each device 1< M <L
are preset.
In multi-stage systems, the process of service i

order includes 7, =1 consecutive steps. In this case,

every order of each stage 1<q <7, of its service a

certain set of devices is compared to. The i™ order
and at the g™ stage can be served by any device
LeM!.

Despite the fact that the service of the order can
be regarded as a certain sequence of processes
(information pick-up, preliminary preparation,
loading of service objects, processing, preparation to
completion, ending, etc.), it is worth to represent it
as a whole within the scheduling. Consequently, the
fulfilment of one order is carried out in this case by
one device, and thus it can be argued that the
scheduling system of the scheduling is one-stage.

Depending on the nature of the service system,
the process of service orders of the device must
either proceed continuously, or interrupts may be
allowed with subsequent final servicing orders. In
scheduling without interruptions, the task cannot be
interrupted once it starts, that is, the task is always
completed. Otherwise, when scheduling with
interrupts, it is allowed to interrupt the task and
remove it from the device, while it is assumed that
the total time required to complete the task remains
unchanged, and at interruptions there is no loss of
service time (that is, the execution of the interrupted
task is restored from that place, in which there was
an interrupt).

There is another approach to creating a schedule -
compiling it using a list. This method involves the
preparation of an ordered list of N tasks. This list is
often referred to as a list of priorities [11]. The
sequence according to which tasks are assigned to
the devices is made by repeatedly reviewing the list.
In particular, if a released device appears, the list
begins to be viewed first and is viewed until there is
a first unfulfilled task i ready to execute. The task is
considered to be ready for execution on this device if
the execution of all the predecessors i is complete
and the available amount of resources is sufficient to
provide the required amount of resources for

execution. This task is intended for execution on a
free processor. When viewing a list of interruptions
are not considered. Thus, schedules compiled using
the list form a subset of schedules without interrupts.

Formation of a schedule with the help of a list is
a very interesting tool in the case of a flight
schedule, since its efficiency is based on many
criteria that are easily presented as a list of priorities.
Among such criteria are time parameters (time of
parking and joints, time of flight in a certain
direction, prevailing flight time in relation to time of
day and to parallel flights in a certain direction),
parameters related to type of aircraft (number of
passenger seats, range flight, noise level limitation
for certain aircraft engines), etc. The list of such
criteria is widely used by commercial airline
companies when planning flights and assessing their
quality.

In addition to the permission or the prohibition of
interruptions, other orders that arise from the
statement of the specific task under consideration
may be submitted to the schedule. For each order, a
time of di>0) of its entry into the system (in the
queue for service), from which it can be served, and
a policy term Di>0, to which it is necessary or
desirable to complete its maintenance, can be set. [2]
There are tasks in which policy tasks should not be
violated. Then they are called extreme terms.

Mathematic model of scheduling and
estimation scheduling quality

Two or more devices cannot service each order
simultaneously and each  device  cannot
simultaneously serve more than one order. In this
case, the assumption of a schedule can be considered

as a vector S' = {sl (2),8,(1),...5, (t)} of piecewise
left side
S, (t), Lel,M, each of which is given on the

continuous from the functions

interval 0< ¢ <co and accepts values 0,1,...,n. If
S, (t') =i#0, then at time ¢ = ¢, device L serves i"
order. If s, (¢')=0, at time ¢ = ¢ the device L is

idle. instead of the functions
S, (t),Lel,M describing the functioning of

Sometimes,

ecach device, similar functions si(t), i=Ln,

describing the process of servicing each order. (si (t
" = 0, If at time ¢ = ¢ i order is out of service,

S.(t'):O, and if at the time ¢=1¢the order is

served by the device L, s, (t') =L.

The most common way of evaluating scheduling
quality for deterministic service systems is as
follows. Each schedule S corresponds to the vector
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T(S)={t_l(s),?z(s),...,t_(s)} of moments of

n

completion of service orders in this schedule. A real
non-decreasing  function of n  variables

F(X) =F(x1,x2,...,xn) is given.

The quality of the scheduling s is characterized
by the value of this function when x = t_(s). From
the two schedules, the one that corresponds to the
smaller value of F (x) is preferred.

The schedule, which corresponds to the smallest
value of F (x) (among all acceptable schedules), is
called optimal.

When a function F (x) is assigned to each

order, and as a rule, compare some monotonically
increasing criterion function ¢ (t), which represents
a quantified loss, if the service of this order is
completed at time ¢.

The quality of the scheduling s is characterized
by the total or maximum cost that needs to be made
in service the orders of this schedule:

FzziZ::(Pi( Z(S) ) or

F . (5)= max { cpi(Z(s)) }

1<i<n
In particular, if ¢, (t) =t,1<i<n, ie
F, (s)=max{7(s)} is the

1<i<n

moment  of

completion of service of all orders (total service
(s) is denoted by 7. (s),

and the schedule s* delivering the smallest value is
called the optimal speed rate [3].

Often, the schedule performance indicators are
the length of the schedule or the maximum (or
average) time of its pass [1].

In the case of constructing a schedule for the
movement of aircraft, the criterion of its quality
cannot be its length, or the passage time, because its
optimality is achieved, primarily, not because of a
quick execution or a shorter path.

The effectiveness of such a schedule is due,
rather, to a certain distribution of flights within a
day, the compliance of the PS with the tasks that it
must perform, the manipulation of the time of arrival
and departure of transit flights, etc.

Therefore, an assessment of the quality of a
schedule based on its length or timing of the
schedule is not appropriate in the case of computer
or manufacturing processes schedules [2].

The way out of this critical situation is
combination of penalty functions and compromises
with using priority attributes [11].

time). In this case, F

max
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Conclusions

The possibility of combining the methods of the
theory of decompositions and the method of
compromise procedure is based, in essence, on the
natural intrinsic unity of these methods. Due to this,
it is possible, firstly, to take into account formal and
informal indicators of optimality, and secondly, to
reduce the dimension of the optimisation problem.
This allows for modification of the schedule at the
current time scale.

Penalty functions for the problem under
consideration can be either linear, or (more often
than not) lump-linear or non-linear. By such penalty
functions, you can successfully use the standard
algorithms of the sequence of unconditional
optimisation tasks. The length of this sequence
depends on a successful selection of penalty
functions.
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Oxpemuyk O.C.
ONTUMIBAIIA PO3KJIAAY 3 CYNEPEYWINBUMU KPUTEPISIMU B ®YHKIIAX

Y cmammi posenanymo awnaniz memoodie no6yoosu po3knady eupobHuUymeda, 3acCHO8AHUX HA Meopii NIaHYBAHHS.
Tokaszano, wo HatleghekMusHIWUM KPOKOM 6 YbOMY Npoyeci € onmumizayis OislbHOCMI agianionpuemMcmea Ha 6Cix
PDIBHAX — eKOHOMIYHOMY, MeXHIYHOMY, H@opmayitinomy, ma iH. OCKIbKU ONMUMI3AYIsL NIAHYEAHHS PO3KAAOY 3aUMAE
NPUHYUNOBO 8AICTUGE MICYye 8 Npoyeci opeanizayii eekmueHoi OLLIbHOCMI AGIAKOMNAHIL, PO32NSIHYMO MOICIUBOCHII
BUKOPUCMAHHL YIEL Meopii npu CMEOPeHHTI ONMUMANbHO20 epapiKa 015l CepeOHix i GeTUKUX OP2aHI3ayill.

Posensnymo 3adauy onmumizayii nianysants ¢ 00HOCMAOIUHIN cucmemi 3 EOUHUM HaKonuyysauem ma Habopom N
cepegicis. 3 mMemorw 6nopsiOKy8aHHs Kpumepiie ONMuMaibHOCMI po3KNady O01s 3a0e3nedeHHs 3PYYHOCMI ONUCAHHIL,
30epicanHs ma NPOSPaAMHO20 GMIIEHHS,3ANPONOHOBAHO YMOSHUU NOOLL Kpumepiie Ha eceozpagiuni, mexuiuni abo
MPAH3UmMHi  Kamezopii 3 OnUCOM 8ION0GIOHO20 3HAYEHHS npiopumemy. 3anpoOnOHO8AHO MemoO npiopumusayii
Kpumepiie no pi3HUM Kame20piaM, 3ACHOBAHULI HA MeopemuyHoMy niotpyHumi auanizy icpapxiu Caami,
MOOuUgikogaromy O OaHOi KOHKpemHOI 3a0aui.

Bcmanosneno, wo 3i 3minamu cumyayii Ha PUHKYy BUPOOHUYMEA, NO2ICMUKU, HOPMAMUBHO-NPABOBO2O MA
EKOHOMIUHO20 3a0e3NeUeHHsT NO-PI3HOMY 3MIHIOIOMbCS 3MICM mMa GIOHOCHA 6AMdCIUGICMb camMux Kpumepiie. 3
MAmemMamuyHol ma J02iYHOI MOYKYU 30py ye 03Hauamume 3MiHy 6acu, abo 3MiCmy neeHux Kpumepiie, 3MiHy 3HAYEHb X
npiopumemis, anie NPUHYUNOBO, 3ANPONOHOBAHUL NIOXI0 00 NAAHYB8AHHSA POOOMU NIONPUEMCMEA 3ANUUATNUMEMbCS
HEe3MIHHUM.

Haseoene oemoncmpye yHisepcanvhicmeb 3anponoHo8ano2o nioxody 00 NIAHYS8AHHA pO3KIady md U020
MOACIUBICTD 3A00B0JIbHUMU BUMO2AM AGIANEPEBIZHUKIE NPUHYUNOBO PI3HUX MACUIMADIE.

Y pobomi oamni pexomendayii 3 nobyoosu 6iOnoSIOHUX CXeM NPOSPAMHO20 3a0e3NeyeHHs dA8MOMAmMU308aHol
cucmemu nIAHY8aAHHS.

Ho-nepue, nogunna nepedbavamucs 1020 SHYYKiCmMb )  BIOHOWIEHHI 00 MOXNCIUBO2O — MALOYMHBO2O
nepenpocpamysants nio Hoei nompebu, Kpumepii ma npiopumemu, no-opyze, U020 CMPYKMypd NOBUHHA Mamu
MOOYIbHY —apXimexkmypy Oasi 3a0e3neuenusi 3PYYHOCMI GHeCeHHs 3MiH 6 OKpeMi uYacmunu 0e3 NopyuleHHs
npaye30amHocmi peumu cucmemi.

KntouoBi cnoBa: Teopis nnaHyBaHHs; baraTokpuTepianbHa onTUMI3auis; NpiopuTeTH; ONTUMarnbHUiA rpadik.

Okhremchuk O. S.
SCHEDULING OPTIMISATION UNDER CONTRADICTIONS IN CRITERIA FUNCTIONS

The article deals with the analysis of methods for constructing a production schedule based on the theory of
planning. It is shown that the most effective step in this process is to optimise the airline's activity at all levels -
economic, technical, informational, and others. As optimisation of scheduling is of crucial importance in the process of
organizing effective airline operations, the possibilities of using this theory in creating optimal graphics for medium
and large organizations are considered.

The problem of optimisation of planning in a one-stage system with a single drive and a set of N services is
considered. Selected and comparatively the most appropriate approaches to effective construction of optimal schedule.
In order to streamline the criteria for optimality of the schedule to ensure the convenience of description, storage and
program implementation, the conditional division of criteria into categories is proposed.

Each of the geographical, technical or transit criteria is mathematically described by the corresponding value of the
priority. The paper proposes a method of prioritising criteria for different categories.

The method is based on the theoretical basis for the of the Saati analytics hierarchy process, modified for this

specific problem.
From the mathematical and logical point of view, this will mean weight changes, or the content of certain criteria,
changes in the values of their priorities, but in principle, the proposed approach to enterprise planning will remain
unchanged. The presented demonstrates the versatility of the proposed approach to scheduling and its ability to meet
the requirements of carriers of fundamentally different scales.

The paper gives recommendations on the construction of appropriate software schemes for an automated planning
system. Firstly, its flexibility with regard to possible future reprogramming for its new needs, criteria and priorities
must be envisaged, and secondly, its structure should have a modular architecture to ensure the convenience of making
changes to individual parts without disrupting the rest of the system.

Keywords: scheduling theory; multi-criteria optimisation; priorities; optimal schedule.
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Oxpemuyk E. C.
OIITUMMU3ALUSA PACIINCAHUSA C MPOTUBOPEYNBBIMHU KPUTEPUSAMU B ®YHKIUAX

B cmamve paccmompen anaius Memooo8 COCMABIeHUs pacnucanus npou%’odcmea, OCHOBAHHbIX HaA meopuu

NIAHUPOBAHUSL.
Hoxazano, ymo Haubonee hGekmusHbIM WaA2oM 6 IMOM Npoyecce AGNAEMC ONMUMUIAYUS OessMeNbHOCMU
asUAanpeOnpusimusl. Ha 6cex YPOGHSX - IKOHOMUYECKOM, MeXHUUeCKoMm, ungpopmayuonnom u Op. Ilockonvky

ONMUMU3AYUA NAAHUPOBAHUS PACNUCAHUS 3AHUMAEN NPUHYUNUALLHO BAJICHOe MeCmO 8 npoyecce OpeaHu3ayuu
appexmusnol desmenbHOCMU  ABUAKOMNAHUY, PACCMOMPEHbL 803MONCHOCIU UCTIONb30BAHUS IMOU Meopuu npu
CO30aHUU ONMUMATLHO2O 2paguKa Onis CpeOHUX u KpYynuulx opeanusayui. Paccmompena 3adaua onmumusayuu
NIAHUPOBAHUL 8 OOHOCMAOUUHOU cucmeme ¢ eOUHCMEeHHbIM Hakonumenem u nabopom N cepsucos. C yenvio
VROPSAOOYEHUsl KPUMepUe8 ONMUMAIbHOCMU PACnucanus O01si obecneyenus: y0oOcmea ONnucawusi, XpaweHust u
NPOSPAMMHO20 BONJOWEHUS, NPEOLOANCEHO YCIO6HOE pA30elieHue Kpumepues Ha 2eozpaghuueckue, mexHuyeckue uiu
MPAH3UMHbIE  KAMe2opuw ¢ ONUCAHUEM COOmEemcmeyoue2o 3uavenus npuopumema. Ilpednoscen memoo
NPUOPUMUZAYUY KPUMEPUES NO PA3TUYHbIM KAME20PUSIM, OCHOBAHHLIL HA MEOPemuieckom @yHoamenme ananusda
uepapxuui Caamu, MOOUGUYUPOBAHHOM OJist OGHHOU KOHKPEMHOU 3a0au.

Yemanoeneno, umo ¢ usmenenusimu cumyayuu Ha pulHKe NpPoOU3800CMEd, NOSUCTIUKU, HOPMAMUBHO-NPABOBO2O U
IKOHOMUUECKO20 0becnedeHust No-pasHoMy USMEHSIOMC  COOEPICaHUe U  OMHOCUMENbHASL  BANCHOCIb  CAMUX
Kkpumepues. C mamemamuyeckol U JA02UYECKOU MOUKU 3penusi 9mo Oyoem O03HAYAMb USMEHeHue 6ecd, iU
€O0epIICanusl ONpeoeleHHblX Kpumepues, UsMEHeHue 3HA4eHUll UX nPpUopUmemos, Ho NPUHYUNUATLHO, NPeONONCEHHbL
noo0xXo0 K NJIGHUPOBAHUI0 pabomsl npednpusmusi Oyoem ocmagamscsi HeusmenHvlM. [Ipueedennoe demoncmpupyem
VHUBEPCANHOCHIL NPEONONCEHHO20 N00X00a K WIAHUPOBAHUIO PACHUCAHUSL U €20 B03MOICHOCD YOO0GIemMEOPUNb
mpebOoBAHUSM ABUANEPEBOZUUKOE NPUHYUNUATLHO PA3HBIX MACUMADOE.

B pabome Oanvl pexomenoayuu nO ROCMPOECHUIO COOMBEMCMBYIOUUX CXeM HPOSPAMMHO20 0becneyenus
ABMOMAMUZUPOBAHHOU  CUCHEMbl NIAHUposanust. Bo-nepevix, Oomdicna npedycmampusamvcs e20 2UuOKOCMb 6
OMHOUWEHUU BOZMONCHO20 OYOYIE20 NEPENPOSPAMMUPOBAHUSL NOO HOBblEe NOMPEOHOCMU, KPUMEPUU U RPUOPUMEmDb,
60-8MOPLIX, €20 CMPYKMYpa OO0IIHCHA UMemb MOOYIbHYIO apXumexmypy Oas obecneyenust y006cmea 6HeceHuu
usMeHeHull 6 omoenbhble Yacmu be3 Hapyuenus pabomocnocoOHOCMU OCMATLHBIX CUCTEMbI.

KnioueBble cnoBa: Teopusi MnaHWpOBaHWS; MHOrOKpuTepuanbHas OMTUMK3aUWs; MNPUOPUTETLI; OMTUMANbHbIV
rpacuk.
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