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Abstract—The paper shows how dynamic hardware-in-the-loop ground test system can be used when
solving problems for preflight testing in UAV development process. The problem of different UAV sub-
systems check of different-type features for irregularities discovery and decision-making during extensive
test procedures is considered. The paper also describes the architecture of a developed dynamic test rig
that can be used for test program data acquisition and analysis.
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I. INTRODUCTION

Unmanned aerial vehicle (UAV) embedded
control systems — UAV ECSs — are becoming more
widespread in aviation recently. Compared to usual
flight computer programming implementations they
have added problems like robustness, code
efficiency, code quality and safety which make them
difficult to implement and highly error-prone.
Moreover, such systems are used in critical and
hazardous UAV applications, where a precise and
methodological implementation is mandatory. Most
ECSs are therefore very conservative in their
implementation and the development costs are much
bigger than for usual computer programs. Moreover,
it is difficult to replace or correct software errors after
shipping, and consequently the ability to test such
systems methodologically before shipping is very
important.

II. UAV SYSTEMS RELIABILITY

Hardware-in-the-loop system for ground testing
can be implemented in many different ways. The

implementation strategy is usually a project and
resource dependent matter. To discuss this we use the
categorization given by Isermann in [6]. As can be
seen from Table I not all the combinations are
feasible, more precisely configurations 3, 7 and 8 are
impossible, since a simulated actuator which deliver
a physical output is a real actuator of the system, and
similarly a simulated sensor which reads physical
inputs is a real sensor. Configuration 4 is the real
working system, since no simulation is involved,
whereas 5 is a fully simulated system. Such a
configuration is called Full Simulation. When areal
component is in the simulation loop it is called Partial
Simulation.

Note that during the development cycle we are
able to move from configuration 5 to 4 replacing real
actuators, real sensors and eventually the real
process. These transitions however are very difficult
to implement since at each step a new physical
interface has to be implemented between simulation
and real actuator / sensor.

TABLE I

HARDWARE-IN-THE-LOOP SYSTEM FOR GROUND TESTING

Case Actuators Process Sensors
Real Sim. Real Sim. Real Sim.

1 + +

2 + +

3 + + + Impossible

4 + + + Real System

5 + + Full
Simulation

6 + +

7 + + + Impossible

8 + + + Impossible
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A. Systems of UAV

The overall system may be considered for
convenience in two parts (Fig. 1).

1) The computing part of the system which
accepts the commands from the operator (in
short-term or long-term), compares the orientation,
etc. of the aircraft with what is commanded, and
instructs the other part of the system to make
appropriate correction. This is often referred to as the
automatic flight control system (AFCS) or FCS logic,
and contains the memory to store mission and

the instructions of [ 1] and apply input to the engine(s)
controls and / or aerodynamic control surfaces.

The typical AFCS may consist of the following
[7].

I. Six Type of Sensors:

1) 3-axis Rate Gyros;

2) 3-axis Accelerometers;

3) absolute Pressure sensor to measure the
altitude;

4) differential Pressure Sensor to measure

. . airspeed,;
localized flight programs. ' 5) 3-axis Magnetometers;
2) The mechatronics of the system which accept 6) GPS.
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Fig. 1. Typical UAV system

II. Flight computer that reads the data from the
sensors and according to its program it will send
signals to the servo motors to follow its calculated
mission.

III. Servo Motors that:

— move the aileron to roll;

— move the elevator to pitch;
— move the rudder to yaw;

— change throttle for speed.

B. Reliability considerations

The reliability of a UAV system (Fig. 2) must be
assured for the following reasons:

a) if a UAV system fails whilst on a mission,
then that mission has failed. In a military operation,
this lack of information, etc., could result in loss of
initiative or worse, hundreds of deaths. In both
military and civilian operation a failure could result
in injury or even loss of life to the operators;

b) if the aircraft crashes, injuries or fatalities
might be caused to the over-flown population;

¢) any loss or malfunction of the system can
result in loss of the service provided, loss of the
facility and costs of repair or replacement.
Unreliability is a major driver in whole life costs.

The costs added to achieve a specified level of
reliability depend upon:

— the complexity of the total system;

— the level of reliability specified under specified
ambient conditions — temperature, altitude, humidity,
precipitation, day/night, type of operation, etc.;

— the availability of components with a known
level of reliability;

— the success of the design phase in ‘designing-in’
reliability.
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Fig. 2. Historical system reliability performance in failures
per one million flight hours

Therefore it is impossible to generalise what the
total costs will be. Even if a history of the
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development costs of previous systems is known, no
method has yet been devised to use that information
to predict the costs of a future system. Therefore the
determination of a required level of system reliability
on an economic basis does not appear to be currently
feasible.

III. UAV TESTING SYSTEM

The pre- and post-flight checks will be carried out
including checks for wear, fluid leaks, signs of
overheating, security of connectors, etc. At some
stage, communications testing must be carried out on
a prototype UAV to prove radio transmission and
reception. This will include confirmation of
acceptable antennae positioning to achieve adequate
gain at all UAV to control station (CS) orientations. It
may therefore be necessary to mount the airframe on
an elevated platform. It also becomes necessary to
ground-test a complete UAV with subsystems
operating.

At some time the largely complete UAV must
become airborne under control from the CS. To
reduce the risk attendant on that first flight, as many
as possible of the subsystems will be progressively
integrated into a complete airframe and tested for
correct functioning and to ascertain if there is any
undue adverse interaction between them. These
unwanted interactions may be due to
electro-magnetic  interference,  vibration  or
inter-system heating, etc.

It may be necessary to construct the ground test
system or rig upon which to mount the complete
UAYV attached to the test system at strong-points on
the fuselage or wing attachment points. An
interpretation of this type is shown in Fig. 3. UAV
test table must ensure tests on the parameters close to
real, namely the angular positions, overload, angular
velocity and acceleration of all control channels.
Moreover it must ensure required reliability and cre-
dibility performance.

UAV under the test

RF receiver

Measuring
Instrumentation

Ground test
procedures

4

Test

DYNAMIC UAV TEST RIG

Multiplexed
Deta Feedback

Tast rig
controf signals

Control data

RF transmitter

Test results

Fig. 3.

Consider the UAV equipment test table design
problem formulated in terms of a design variable
vector X [H, P, N, G, O, L, E, R], where:

H is the size of the mounting for the equipment
under test;

P is the mass of the test equipment;

N is the maximum overload;

G is the limits of the angular positions;

O is the motion trajectory deviation limits;

L is the digital resolution of test results;

|

Test
L Feports

UAYV ground test system

E is the accuracy of the acquistion of the test re-
sults digital information;

R is the reliability.

Also, let the design constraints g{(X) belong to the
global constraint set G. The vector X and comstraint
set G are said to define system level problem.

Assume futher that problem was decomposed into
six discipline subproblems d1, d2, d3, d4, d5, d6. The
design variables and constraints for each of these
disciplines are denoted by X1, Xp, X3, Xua, Xus, Xus,

and ga1, a2, i3> as» Cas and Gue.
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The objective function F(X) for each of the dis-
cipline is the same, and is the system level objective
function — accuracy, reliability and cost.

F=(Fi(x),.., F(x),..Fi(x)), (i =1, .., ])
min or max F(X)

subject to G = {gi(X), j =1

where N is the number of constraints.

After problem decomposition, the design
optimization problem is represented by the following
six disciplines subproblems.

min or max F(Xy;), subject to g,1(Xz) <0,

ng, de,, Xd4, Xd5, Xd6 = const

min or max F(Xp), subject to g»(Xp) <0,

Xd], de,, Xd4, Xd5, Xd6 = const

min or max F(Xz), subject to g,3(Xs3) <0,

Xd], ng, Xd4, Xd5, Xd6 = const

min or max F(Xy), subject to guu(Xu) <0,

Xd], ng, de,, Xd5, Xd6 = const

min or max F(Xys), subject to g s(Xys) <0,

Xd], ng, de,, Xd4, Xd6 = const

min or max F(Xy), subject to gu6(Xus) <0,

Xd], ng, de,, Xd4, Xd5 = const

Six discipline level performances — dynamic
platform, gears, electric drives, electric drive control
subsystem, data acquisition subsystem, power supply
subsystem — are optimized simultaneously.

The genetic algorithm strategy can be
implemented for each of the disciplines. The genetic
evolution process can be carried out in parallel. The
principal difficulty in this approach is that the
constraint sets identified for a particular discipline,
are not completely independent of the design
variables that may have been assigned to another
discipline. Such coupling must be accommodated in
the parallel optimization scheme, and is facilitated
through the use of a neutral networks.

The problem of system optimization can be
solved by open source MDAO [9] (Multidisciplinary
Design Analysis and Optimization) framework,
which works with both gradient-free (e.g., genetic
algorithm, particle swarm) and gradient-based
optimization methods. It has automatic analytic
multidisciplinary derivatives, which can be used to
compute system-level gradients for Newton solvers
and/or gradient-based optimizers.

TensorFlow by Google [8] is another approach to
the solution of optimization problem by numerical
computation using data flow graphs. TensorFlow
have neural-network building blocks and several
unique features such as model parallel training,
model computation pipelining (Fig. 4).

There as well exists proprietary software ModelCenter
that provides better understanding of the design space,

LN} <0,

optimize design from among multiple alternatives, and
quickly advance design concepts at the conceptual stage.
This solution proved its capabilities through various op-
timization studies on propulsion system and planform
design using Boeing’s Design Explorer algorithm, gradient
optimizers, and Darwin (a genetic algorithm) [10]. These
algorithms, currently within ModelCenter, are being sup-
plemented with many more along with a framework to
enable the introduction of user-based algorithms.

Client
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Fig. 4. Concurrent steps in neural networks training
IV. DATA ACQUISITION AND TEST PROCEDURES

Appropriate instrumentation are set up to measure
and record commands, responses and conditions.
The more critical values are displayed. This
instrumentation include linear and/or angular
potentiometers to measure control surface and throttle
displacements, ammeters, voltmeters, temperature
measurement, accelerometers, strain-gauges and
engine speed measurement, etc. It may also be
possible to include means of measuring propeller
thrust which would be of particular advantage in
future in-flight testing. Most of the instrumentation
will be carried on to in-flight testing and, in addition
to performing its task on the ground rigs, will be
proven for the later operation.

It may be considered prudent to assess the
structural characteristics of the wings, in particular
the torsional stiffness and position of the flexural axis
in order to assure the non-occurrence of aerodynamic
flutter. Determination of the flexural axis position is
often accomplished by mounting the UAV
upsidedown in the rig and loading the wings with
weights along the line of the aerodynamic centre,
representative of the span-wise lift distribution at
maximum lift. The maximum lift is that specified by
the Flight Envelope in the Type Record.
Measurement of wing deflection at the leading and
trailing edges will enable the position of the flexural
axis to be determined and, if found to be too far aft of
that calculated in design, correction can be made by
adding mass forward or adding suitable stiffening. It
may also be opportune to measure the stresses at
critical points such as the wing root fittings.

Unmanned aerial vehicle ground test system must
ensure tests on the parameters close to real, namely
the angular positions, overload, angular velocity and
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acceleration of all three control channels — pitch, roll
and heading. To ensure these parameters on the
technical design stage it is necessary to solve the task
of developing assembly units, functional task, the
task of developing algorithms and software, the task
of selecting a set of technical means. The installation
and functioning of the several sub-systems may be
made in total from the beginning or more usually
added as the program of testing is developed.

System Integration Testing (SIT) is a critical
phase, which typically takes place in a lab
environment following individual component and
subsystem testing. In most cases this is the first time
that all of the components and subsystems are
exercised in the intended operational configuration.
Historically, too little time and resources have been
allocated for this effort as it is typically the last phase
before formal Developmental Testing (DT) begins.
Any schedule slippage that occurs during
development usually results in compression of the
time allotted for SIT. In addition, configuration
management must be in place at the start of SIT,
adding to the time required to implement the changes
needed to fix the inevitable discrepancies that will be
discovered. System Integration Testing is intended to
find the problems not discovered in the traceability of
functional requirements and Interface Control
Documents used in the system design. These critical
documents should be verified and corrected during
the SIT. The SIT test set up should include the control
station, Air Vehicle, Data Links, Launch and
Recovery Systems, and any other subsystems
required for the system to execute the mission. As the
size of the air vehicle increases, it may not be
practical to house the entire aircraft in a lab
environment. In this case, actual aircraft hardware
should be utilized to the maximum extent possible
(for instance, actual control surface actuators or
servos can be driven by control system commands in
the SIL). Therefore in such cases all vital UAV
systems should be mounted on ground test system.

Few modern UAVs operate with direct rate
controls. At one time, rate control was the only mode
of operation Remotely Piloted Vehicles. Attitude
sensing and stabilizing systems are nearly always
employed, as well as some form of inertial or GPS
navigation. While these systems will most likely be
tested during component and SIT, it is imperative that
they be exercised immediately prior to flight testing
to ensure that they are operational and that their
operating sense is correct.

The attitude control system may be as elementary
as a single rate gyro mounted on an incline to sense
both roll and yaw, and to provide basic wing leveling.
Such a system combined with a barometric sensor
controlling altitude can provide basic autopilot and
autonomous flight functions. More often, a vertical
reference gyro with a yaw rate gyro and air data

computer will be used to provide position control and
autonomous operations.

Tactical and larger systems may employ
redundant ring laser gyros and other attitude
computing systems. Regardless of the component
architecture, some basic safety of flight ground tests
must be conducted. In cases where the design
incorporates well-developed flight control laws, they
can be assessed in terms of transfer functions to
ensure that the correct control surface deflections
result from measured attitude deviations.

The UAYV is placed on a test stand to permit
accurate attitude measurements. This test need not be
extremely complicated however, and can usually be
conducted with the vehicle on the ground. Very
accurate, small, electronic angular measurement tools
are available which allow alternate zero reference
selection. Two such devices (calibrated) can be used
to simultaneously measure air vehicle attitude in one
axis and one control surface deflection. In addition, a
device to stimulate the pitot-static system will be
required. For a fixed wing conventional air vehicle
the attitude control system test would include some or
all of the following [1] — [3].

1) Level the air vehicle (this may require slight
nose up to account for angle of attack in normal flight
and wing incidence angle).

2) Supply appropriate input to the pitot-static
system to drive the elevator to neutral. This will vary
according to the control laws for the specific air
vehicle, but typically requires providing sufficient
pitot pressure to match the airspeed report to the
airspeed commanded in the ground control station
(GCS).

3) Raise the nose 5 degrees and check for elevator
deflection trailing edge down. The amount of travel
can be verified if control laws are known. Verify
GCS attitude display is in agreement. Repeat in
5-degree increments until maximum allowable
elevator travel is reached.

4) Lower the nose 5 degrees and check for
elevator deflection trailing edge up. The amount of
travel can be verified if control laws are known.
Verify GCS attitude display is in agreement. Repeat
in 5-degree increments until maximum allowable
elevator travel is reached.

5) Roll the air vehicle 5 degrees right and check
for left aileron deflection, trailing edge up (or rudder
trailing edge left if rudder is used for roll axis
control). The amount of travel can be verified if
control laws are known. Verify GCS attitude display
is in agreement. Repeat in 5-degree increments until
maximum allowable aileron travel is reached.

6) Roll the air vehicle 5 degrees left and check for
left aileron deflection, trailing edge down (or rudder
trailing edge right if rudder is used for roll axis
control). The amount of travel can be verified if
control laws are known. Verify GCS attitude display
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is in agreement. Repeat in 5-degree increments until
maximum allowable aileron travel is reached.

7) While moving the air vehicle nose left, observe
yaw rate display for correct direction, and rudder (if
yaw or Dutch Roll damping is implemented) for
deflection right.

The airspeed and altitude deviation response
should also be checked. These will be dependent on
control law implementation. In many cases, the
altitude sensing system (usually static pressure, or
radar) will drive the throttle actuator, and the airspeed
system will drive elevator. Again, by inducing a
difference between commanded and reported altitude
and airspeed, the correct operating sense of the
elevator and throttle can be verified (elevator trailing

200 T 1F2Ll
100 1 -
0
T 188
-100 ]

200

w [deg]

W [ms]

0 5 10 15 20

5, [PWM]

4
1600 \/\/\ 162
1400 -

! 2000 5 10 15 20

1700

3 |
1600 1 £ 10 V
e
=150 1900
i

4
! 000 5 10 15 20 1350 L
t[s] o 5

PWM]

a b

1 i
| | \ oy I\ A
n 1 J
1800 . 16 LI ’_‘]—\('l \/1 1584
! 5 0 15 0

L P M “J\ UJIJ\\,J'\"‘\
¢ N r N
|

edge down for low reported airspeed, and throttle
increase for low reported altitude). With fully defined
control laws, the quantitative response can also be
verified. These systems will in many cases have some
interaction such as long term integrators if the
difference between commanded and reported data
exists for an extended period.

Results of the ground test [3] are shown in the
following figures: Fig. 5b for the elevator response to
speed variations, Fig. 5c for the altitude to throttle loop
and Fig. 5a for heading control with lateral and direc-
tional commands. The maneuver consists in turning
the UAV by 360 degrees while lifting it from the floor
to maximum extension, the velocity is constant.
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Fig. 5. UAV ground test results (from left to right a, b, c)

V. CONCLUSION

Dynamic ground testing system developed for
critical UAV systems test, such as navigation and
flight control system allow extended preflight check.
Moreover, low cost of production for such testing
system, which is comparable with stationary
installations can bring UAV testing to the new quality
level and decrease development, production and
operation cost of modern UAVs.
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