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Abstract—This paper describes the analytical expression of the attitude covariance matrix for the QUEST
and TRIAD methods in an individual case. Influence of measurement model parameters on the accuracy of
attitude determination via the methods method is analyzed. An influence of changes in the accuracy of one
of the sensors on the attitude determination is considered.

Index terms—Attitude determination method; QUEST; TRIAD; measurement model; covariance analy-

sis; attitude covariance matrix.
I. INTRODUCTION

Deterministic attitude determination methods are
based on the measurement of two or more base di-
rections to some observed objects in a single point in
time. These directions are known in the reference
frame. In the body frame they are measured by the
appropriate sensors. The case when only two base
vectors are measured is common for such type of
satellites as microsatellites. The two vectors are
typically the unit vector to the Sun and the Earth’s
magnetic field vector for coarse “sun-mag” attitude
determination or unit vectors to two stars tracked by
two star trackers for fine attitude determination.

TRIAD was the first method to obtain three-axis
attitude for spacecraft. Because its simplicity it has
become one of the most popular ones [1]. In 1965
Grace Wahba proposed an attitude determination
problem [2]. The problem is to find best estimate of
the attitude matrix 4 based on a least squares crite-
rion, i. e. to find the orthogonal matrix A with deter-
minant +1 that minimizes the loss function

2
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where b, vector measurements in the spacecraft body
frame and 7 vectors in the reference frame;q;is a set

of positive weights assigned to each measurement. It
was proven that the loss function can be rewritten as

L(A) =%, —tr(A4B"), 2)
with
A = ia[ and B= z"“a[E,f,.T. . 3)
i=1 i=1

The loss function will be minimum when the trace

of the matrix product 4B” is maximum, under con-
straint

A"4=1. 4)

It can be seen that such problem formulation al-
lows incorporating more that two measurements for
the estimation of an attitude matrix. Moreover,
measurements derived by means of different sensors
are taken into account in different way through the
coefficients a,. Almost all deterministic methods

solve the Wahba’s problem in one way or another [3].
The QUEST is one of the most popular one. It is
widely used in different mission [4].

In addition to attitude determination it is important
to evaluate the accuracy of attitude determination.
Covariance analysis is a common method used to
solve this problem. It allows studying the relationship
between errors in measurements and error in quanti-
ties derived from the measurements. An attitude
covariance matrix is a statistical measure of the atti-
tude estimation error. The results of covariance
analysis of concerned methods are presented in [1].

II. PROBLEM FORMULATION

An accuracy of sensors is not constant and varies
during the flight under the influence of various fac-
tors. The main goal of the article is to analyze the
influence of the measurement model parameters on
the attitude determination accuracy. The case when
only two base vectors are measured is considered.
The QUEST and TRIAD methods is used to attitude
determination.

III. THE SOLUTIONS OF THE WAHBA'S PROBLEM
(QUEST AND TRIAD)

Many attitude determination methods which
solve Wahba’s problem have been developed, but the
first useful solution of the problem for spacecraft
attitude determination was provided by Davenport
[3], [4]. The method developed by him is known as
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g-method. Davenport restated the problem (1) in

terms of the quaternion ¢ = [cf, q, ]T , for which

A=(q; -3'G)1+243" -2q,[qx]. (5
where
0 q; —-q,
[qx]: -q, 0 9 | (6)
9 —q9 0

is skew-symmetric matrix.

Thus substitution of the quaternion instead of the
rotation matrix leads to the next form of the loss
function

2(9)=4"Kq, (7)
where K is the symmetric 4x4 matrix given by
S—-cl Z
K= (8)
Z c
with
S=B+B', 9)
T
A 2[323 - B,,,B;, —B3,B), _le] 5 (10)
o=tr(B). (11

To maximize the gain function (7), we take the
derivative with respect to ¢, but since the quaternion

elements are not independent the constraint must also
be satisfied. Adding the constraint g7g =1 to the

gain function with a Lagrange multiplier yields a new
gain function,

g'(7)=7"Kg-24'q. (12)
Differentiating this gain function shows that g'(7)
has a stationary value when

Kg=1qg. (13)

The largest eigenvalue of K maximizes the gain
function. The eigenvector corresponding to this
largest eigenvalue is the least-squares optimal esti-
mate of the attitude.

Q-method offers simple and elegant solution of
the attitude estimation problem. But in this method
you need to compute eigenvalues and eigenvectors of
matrix K that is4x4. At the time of its introduction
it was a problem, because computing capabilities of
onboard computers and even ground stations of
monitoring and support were limited. Shuster intro-
duced a method which estimates an attitude of a
spacecraft less accurately then g-method, but it re-
quires significantly fewer computations [1]. This

contributed to its widespread use for attitude deter-
mination of spacecrafts and other types of moving
objects. In accordance to the method the optimal
quaternion is determined as follows

Dopt :%[jjv (14)
X +y
where
F=[al + (N —tr(B))S+S8* |z, (15)
Y=0 Ay, +1r(B)]-det(S), (16)
and
a=22, ~[tr(B)] +ur(adj(s)).  (17)

In the last expressionad; means an adjoint ma-
trix. The more detailed description of the method is
given in [1] and [3].

The TRIAD is the simplest deterministic way to
find the attitude matrix [1]. In accordance with it
triads of orthonormal unit vectors are constructed in
the reference frame and in the body frame:

= _= o= 1 %h

s V3 =V XV,

(18)

(19)

, Wy =W X W,

Then based on constructed triads two matrices
M, and M are composed:

M0=[171|\72|\73], (20)

M =[w, | w, | W] (21)

As components of matrices M, and M are or-
thogonal unit vectors so these matrices are orthogonal
matrices. The attitude matrix based on these matrices
can be written as shown

A=MM;' = MM . (22)

It should be noted that as the first vector of triad
b, (and 7 respectively) should be selected a vector
that is measured in body frame more precisely. Based

on the attitude matrix 4 angles of rotation can be
calculated if a sequence of rotations is known.

IV. MEASUREMENT MODEL AND COVARIANCE
ANALYSIS

The attitude determination error covariance ma-
trix or simply attitude covariance matrix is defined as
follows:
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Pw Py Pu
Ry=M[A0A6 |=|p, p, p.|. (23)
P. DP. P
where
AB=(A8,,A0,,A0,)", (24)

is the error angle vector that is defined as the set of
angles (measured in radians) of the small rotation
carrying the true attitude matrix into the measured
attitude matrix. The angles AO, are defined in the

body frame. This simplifies the calculation of the
covariance matrix as compared with the case when
attitude parameters are used. The covariance matrix
P,, is positive definite and symmetric, P, = P, >0
which means that there are only six unique elements
in the matrix.

The attitude covariance matrix for the QUEST
method is defined as follows [1], [6]:

1
R Sk i-a8)]

i=1 O;

(25)

The attitude covariance matrix for the TRIAD
method is defined as follows [6]:

Rt =ﬁ[o?(wzw; vt (i) )+ ot | 26)
W
where w, is unnormalized vector w, defined in (19).
It should be noted that in practice the measured vec-
tors b, are used here instead of true values b, be-
cause the last ones are unknown.

The article [1] notes that matrix F, is attitude
independent while the same matrix significantly
depends on the attitude when it is recorded in the
parameters of attitude which describe orientation of
the body frame with respect to the reference frame.

The measurement model is a set of equations used
to analyze an accuracy of attitude estimation derived
by one or another method. We use the QUEST
measurement model (QMM) [6], [7] which is quite
common. According to the author of the model, it is
pretty simple, but realistic.

QUEST measurement model is based on the as-
sumption that measured vectors b, with high prob-

ability are concentrated in a small volume about the
true direction [6]. In accordance to QMM,

b = A% +Ab, 27)

Ab, 47 =0, (28)
where Ab, - the vectors of measurement errors of i-th
vector of reference direction. As you can see from

(28), vectors Ab, are in the plane that is perpendicu-
lar to the true direction 47 in the body frame. This
plane is an approximation of the part of the sphere
that contains ends of vectors 47 and b’. The dis-

tribution of the components of the i th measurement
error vector perpendicular to the true are assumed to
be Gaussian and uniformly distributed in phase about

the true vector with variance o, per axis. The vectors

Ab, have such properties:

M [AE,.] =0, (29)

M[ABAB! =0} [1-(47)47) ], (30)
where o, is standard deviations of vector component
values. These variances of unit vectors can be inter-
preted as angular variances in radians. Work [6]
states that the error distribution Ab, is axially sym-
metric about direction Ar,.

Thus QMM which is described by the equations
(27) — (30) defines a cone that can contain a measured
vector I;l with some probability. In accordance to the

measurement model the error vector rotates the true
vector turning it to the measured vector. It should be
noted that QMM is assumed that expected value of
the measured vector is equal to zero, i. e. systematic
errors are absent.

The weights a, are chosen to be inverse va-
riances [6] 1. e.

1

a, = - (3 1)
cSi

V. COMPARISON OF THE COVARIANCE ANALYSIS

RESULTS

The square root of trace of the attitude covariance
matrix is widely used as a scalar characteristic of
attitude determination accuracy. Thus the attitude

estimation error is characterized by the value:

Gy =+ /z‘r(Pee )

Our work considers that the reference frame and
the body frame are coinciding. Reference vectors in
the reference frame directed along the coordinate

(32)

axes for simplification 1. e. Flz[l, 0, O]T and

7/ =[0,1, O]T. Considering that the reference frame

and the body frame are coinciding, our simplification
allows obtaining a simple analytic expression for the
attitude covariance matrix (25). It will be as follows
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2 2
P = diag(cﬁ,cf,%j. (33)
o, +0,
Therefore from the formula (31) we obtain
G0,
oo’ (csl,csz)z\/crl2 +0; + 5. (34)
1 62
For the TRIAD
0y (6,,6,)=4/20; +0;. (35)

Values of QMM parameters o, vary in the range

from 0.001 to 0.05, step 0.0025. Then the surfaces

oU
Gy

and o will be as shown on Figs 1 and 2.

Fig. 1. Attitude error derived from the QUEST covariance
matrix

Fig. 2. Attitude error derived from the TRIAD covariance
matrix

The accuracy of measurement of the first vector
in (19) is more important for the TRIAD because of
the triad is constructed on the basis of this vector. The
advantage of the QUEST appears when more than
two sensors are used. Herewith the influence of the

least accurate sensor is slight. But using of the
QUEST of itself do not increase significantly the
attitude determination accuracy for the case of two
vectors.

Numerical values of attitude determination error
for the QUEST and TRIAD were also calculated. For

each pair of values 6,and 6, N =1000 tests were
performed. The attitude determination error is

measured by using the rotation angle between the true
and estimated attitudes:

o =arcoes 3(r(474)-1) .

The results of calculation in accordance to the (36)
for both concerned methods match with the corre-
sponding results derived analytically. If a sun sensor
and a magnetometer are used to obtain attitude, then
6, <o, . The difference between the values of the

(36)

error calculated from (35) and (34) is shown on Fig. 3.

Fig. 3. Attitude error difference between the TRIAD
and the QUEST methods

CONCLUSION

Usage of the covariance analysis allows estimating
a probable error of attitude estimation caused by some
types of sensor errors. The used measurement model
allows taking into consideration white noise error of
the measured vectors. The paper considers the case of
measurement of two reference vectors, which is the
simplest, but very common, especially for microsa-
tellites. The surfaces analytical expression which
describes the dependence of the attitude determination
error on the measurement model parameters were
obtained for this case. The QUEST has a little ad-
vantage over the TRIAD when the accuracy of the
first sensor (more accurate one) is not high. When the
accuracy of the vector that is used to construct the
triple of the auxiliary TRIAD vectors is decreased
then advantage of the QUEST is increased.
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JI. M. PorxkkoB, JI. U. Crenypenko. CpaBHeHHe pe3ybTAaTOB KoBapuanuoHHoro ananuza meron QUEST n
TRIAD

IIpencraBneHbl aHANUTUYECKUE BBIPAXKEHUS AJISI KOBAPHALMOHHOW MAaTPHIbI OPUEHTALUY, [TOJyYEHHbIE I 4YaCTHOTO
cinydas ais MetonoB QUEST u TRIAD. Tlpoananu3upoBaHO BIMSHUE MapaMEeTPOB MOJAEIHM U3MEPEHUI Ha TOUHOCTh
OTIPEICTICHUs] OPHEHTANNH C TIOMOIIBIO YKa3aHHBIX METOJI0B. PacCMOTpeH BOIPOC BIMSHUSA U3MEHEHMS TOYHOCTH Of-
HOTO M3 U3MEPHUTEINEH Ha TOYHOCTh OTPEENICHNS OPUCHTAIIHH.
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