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This paper is devoted to the robust flight control law design for lateral channel of small
Unmanned Aerial Vehicle (UAV) based on Hy/H.-robust optimization technique. The task is
divided into two stages. On the first stage a linear quadratic regulator is synthesized based on
Luenberger observer. The second stage is devoted to the robust optimization procedure of the
constructed regulator. The robust optimization technique applies genetic algorithms. It is
known that the genetic algorithm optimization is more robust than traditional optimization
procedures, also it has the propriety to converge to the global minimum and well suited to seek
a compromise between contradictory requirement expressed in terms of multi-objectives
function. The simulation results prove the efficiency of the proposed procedure.

Key-words: robust flight control, composite performance index, H,/H..-optimization, genetic
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Introduction. External stochastic disturbances suppression and providing necessary robust
stability and performance with respect to internal parametrical disturbances during the flight is the
main task of flight control system (FCS). The solution for this problem can be robust control,
especially in the area of the Unmanned Aerial Vehicles (UAV). This can be explained by the fact,
that parameters of the small UAV are very susceptible towards changing of atmosphere conditions.
The UAYV are used as well as for agricultural, metrological, ecological and others fields of our
economy. It can execute a wide variety of functions, namely remote sensing, scientific research,
search and rescue, etc. Small Unmanned Aerial Vehicle (UAV) Aerosonde is designed for easy
motion in different environments. In addition, such kind of UAVs should easily move in a wide
range of velocity and altitude changes. Therefore, the manipulation of such UAVs requires a
necessary stability, performance and robustness. It is known, that various modern control methods
require full information about the states of the UAV; and it is important to admit that measuring
process of these states is difficult. Even in a case when all state measurements are possible, they are
distorted by noises. In order, to make the flight control system for small UAVs simple enough and
cheap from the point of view to power consumption, weight, low cost design and size, the limited
number of navigation sensors are used. The limited number of sensors restricts the number of
measured states. It is known, that traditional optimal control procedure supposes that all
components of the state space should be available for measures [1 — 3]. In case, when the full
measurements are not available for measuring, a state observer is necessary in order to restore them.
After the restoration the full state vector a linear quadratic technique could be applied. The same
control law is applied to the perturbed models in order to achieve the robust properties both to the
nominal and parametrically perturbed closed loop models under the external disturbances.
Moreover, it is necessary to hold the desired performance level which is diametrically opposed to
the robustness. To satisfy the contradictive requirements to performance and robustness the
procedure of H,/H..-robust optimization based on genetic algorithm is used. The main goal of this
procedure is to achieve the compromise between the robustness and performances of the closed
loop system and defining the controller that could assure the stability and acceptable performance
for the family of nominal and parametrically perturbed models [1 — 8]. A global optimization
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method based on genetic algorithms (GA) is used to achieve the above-mentioned compromise.
GAs have the ability to explore huge data sets and find the global optimum. The genetic algorithms
operate on a wide space of search, in different directions, simultaneously. Their successful
application to real-world problems confirms the conclusions that GAs are powerful robust
optimization technique [11]. The efficiency of the proposed method is proven in the case study of
Aerosonde UAV’s lateral channel.

The 1% Stage: Complete State Space Vector Restoration via Reduced-Order State
Observer Luenberger. It has to be noted, that Flight Control System for small UAV should
provide nominal performance and robust stability. Thus, such conclusion can be made: because of
small number of navigation sensors in UAV and limited abilities of airborne computer, the control
law should be simple for its implementation in the airborne equipment. First of all, it is necessary to
use state observer to restore the full state space vector, as FCS is provided by incomplete measuring
of the state space vector. In our case, we use Luenberger observer.

Let the control plant (UAV) would be denoted by state space model:

X = Ax+ Bu;
y=Cx+ Du.

where dimension of state vector x equals n, and dimension of variable y, which is observed, equals
I, I < n. Thus, number of measuring variables 1 less than number of all phase coordinate n, so we
must define observer’s gain matrix F that minimize the error € =y —7% .

Unobservable part of the state vector of the system could be expressed by vector p, which
dimension is (n — [):
p=Cyx

where Cy is matrix of variables which are necessary to restore.
The full state x of the system could be described by the expression:

b

X= .

C, p
C -1

It is convenient to rewrite, (C ] =(L,,L,), thus x=L,y+L,p.
0

In order to find the vector p it is necessary to take into account that p satisfies such differential
equation:
p=C,ALy+C,Bu. (1)

To receive the low-order observer, it is necessary to get information about p, suppose, that
q=p-Ky. (2)
Using equations (1), (2) it’s possible to determine that ¢ satisfies to differential equation:
q(t)= [COAL2 —KCAL, ] q(t)+ [COALZK +C,AL, —KCAL, - KCALzK]y(t) + [COB —KCB]u(t) .
Therefore, the restored vector x of the system is determined via expression:
X=Lg+(L+L,K)y

The 2" Stage: Procedure of Linear Quadratic Regulator (LQR) Design. The procedure of
optimal controller design supposes that all state space variables are available for measuring. Thus,
after the full state space vector restoration, it is possible to apply the LQR technique. The problem
of optimal controller construction includes in minimizing a discrete PI:
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where QO and R are diagonal matrices weighting each state and control variables, respectively. This
controller uses static state feedback:

Un)=-F,X(n),
where gain matrix £ is determined by the following expression:
F,=(R+B"PB)"'B"PA,
where P — is a solution of the discrete Algebraic Riccati Equation, given in the following way:
P=0+47(P-PB(R+B"PB) BT P)A.

The 3™ Stage: The Procedure of H,/H.-Robust Optimization Technique Using Genetic
Algorithm. After achievement of desired performance by combining the state observer with linear
quadratic regulator (LQR) for nominal model, it is necessary to use the same control law for
parametrically perturbed models. This procedure is needed to test the robustness of the closed loop
system relatively to the parametric uncertainties. For this purpose, the performance of the closed
loop system for the nominal and parametrically perturbed models is estimated in the presence
and/or absence of external disturbances. This performance may be estimated using H,-norm. On the
next stage robustness is estimated, using H.-norm. The last stage consists of construction a
composite performance index (CPI) by summing the above-mentioned norms to form a cost
function, to be optimized. The creation of CPI is necessary to find a compromise between the
performance and robustness of the nominal and perturbed closed loop systems. This procedure is
called H,/ H.-robust optimization [7 — §].

The composite performance index (CPI) is given as follows:

Jl = 7\‘dn HUZ ;/n +}\‘sn Huz ;n +}\'oon wZ :0 +}\’dpl ||HUZ||(2/p] +}\’sp] |HUZ ||;p] +}\'00p] ||TWZ ||i] +
dp2 sp2 p2 (3)
g [Hoa [, + 2 [ ) + 2 [T

where in equation (3) H,, — is the matrix of transfer function of the closed loop system; 7, — is

complementary sensitivity function. The subscripts dand s stand for the deterministic and
Ao s A
sp?

coefficients. Increasing or decreasing the weights it is possible to reach the trade-off between the
performance and robustness of closed loop system.

H,-norm for nominal and perturbed systems in the deterministic case is given by the
following expression:

stochastic, respectively. Ay 44,0, A.,A’ — are the corresponding LaGrange weight

|2

Y = (S E x(n)+ U7 (n)RU()

with corresponding diagonal weight functions Q, R for each state space and control variables. In the
stochastic case H-norm is computed for the nominal model and the perturbed models as follows:

0

"= [ £ o+ v (rtn)),

n=0

|2

where E is the symbol of the expectation operator, produced by the ensemble averaging.
The H,-norm is computed for the complementary sensitivity function and is given by the
following expression:

T

wZ

o Supc—y(Twz (f“))) ’

where ¢ — is maximum singular value of the transfer matrix 7,_(jo) at the current frequency .
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Moreover, the total cost function (3) for running optimization procedure has to include some
penalty function (PF) for violation of the location’s area of the closed loop system poles in the
complex plane [7].

Thus, the total cost function to be optimized is represented as:

J=J +PF

For achievement aforementioned compromise the global optimization method is used based
on genetic algorithms.

Genetic algorithms. The origin of the genetic algorithms was an effort to mimic some of the
processes taking place in natural evolution. Genetic algorithms are currently the most prominent
and widely used computational models. It may be explained by further facts. Genetic algorithms
always consider a population of solutions. It keeps in memory more than a single solution at each
iteration and can recombine different solutions to get better ones. Genetic algorithms can optimize
multi-modal, discontinuous and nondifferentiable functions. They are shown to solve linear and
nonlinear problems by exploring all regions of the state space. Genetic algorithm requires the
determination of six basic issues: chromosome representation; selection function; the genetic
operators making up the reproduction function; the creation of the initial population; termination
criteria; evaluation function [11].

Case study. Consider the lateral channel of small UAV. The state space vector of the model
has the following components: X = [V,p,r,(p,\y] , where v is velocity, p — roll rate, » — yaw rate, ¢ —

roll angle, y— yaw angle [9-10]. The control variables are the positions of ailerons and rudder.

During work performance we dealt with the nominal model corresponded at the true air speed
V, =30m/s, the first perturbed model at V,, =25m/s and the second one at V,, =35m/s. Thus, we

have three models, which are represented in the state space, with the following matrices:

[—0.8297 0.5669 —29.9943 9.7843 0| [ —2.1338  5.4466 |
—-5.4777 -26.9761 12.9834 0 0 -187.3534  3.3711
A, =| 0.8890 —3.4991 —1.3570 0 0 B, =| —7.3871 —34.4140
0 1.0 0.0189 0 0 0 0
0 0 1.0002 0 0] 0 0 |
[—0.6909 1.2123 —-24.9704 9.8089 0] [ —1.4780  3.7726 |
—4.5543 -22.4221 10.7916 0 0 —-129.7714  2.3350
A, =| 07389 -2.9084 -1.1279 0 0 B, =| —5.1167 -23.8370
0 1.0 0.0485 0 0 0 0
0 0 1.0012 0 0] 0 0 |
[—0.9666 0.0537 —34.9996 —9.7881 0] [ —2.8985  7.3987 |
-6.3785 -31.4095 15.1171 0 0 —-254.5012  4.5793
A, =| 1.0351 -4.0742 -1.5800 0 0| B,=| —10.0346 —46.7481
0 1.0 0.0015 0 0 0 0
0 0 1.0 0 0] 0 0

The measured variables are X = [p r \V]T, thus the observation matrix is given as follows:
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The state space description of actuator connected in series with UAV model is the following:

A, B, B -1T, 1T,
C, D,| | 1 0
where 7, is time constant.

In order, to take into account the influence of the atmospheric disturbances the Dryden model
is used [1; 9; 10]. The simulation results for the lateral channel of UAV motion is given on a figure
below.

Simulation results
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Simulation results of the lateral channel: ¢ — yaw rate of UAV nominal and perturbed models;
b — yaw angle of UAV nominal and perturbed models; ¢ — roll angle of UAV nominal and perturbed models;
d —roll rate of UAV nominal and perturbed models
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The performance and robustness indices are given in table 1. The standard deviations for the
set of nominal and parametrically perturbed models are reflected in table 2.

Table 1
Estimated performance and robustness of the nominal and perturbed closed loop systems
Plant H2 det H2s Hooy Hooz
Nominal 0,4200 1,0280 2,7639 0,8712
Perturbed1 0,7041 0,9084 3,0149 0,7674
Perturbed?2 0,2794 1,1426 2,6837 0,9791
Table 2
The values of standard deviation of the nominal and perturbed closed loop systems
Standard deviation
Plant oy, ° G, c., G, " c,," Cs Oruds
deg/sec deg/sec
Nominal 2,2045 0,3033 0,5008 0,1351 0,1167 0,0336 0,4503
Perturbed1 2,6483 0,2780 0,4385 0,1368 0,1225 0,0334 0,4405
Perturbed?2 1,8928 0,3324 0,5780 0,1551 0,1132 0,0333 0,4687

Conclusion. The aim of the paper is robust autopilot design with incomplete state space
measurements. Procedure of robust H,/H., design is used in order to achieve the trade-off between
the robustness and performance of the nominal closed-loop model and family of the closed loop
perturbed one. The efficacy of the proposed control scheme has been verified and confirmed by
computer simulation. The heading is stabilized at the reference signal (90 deg.) and all flight
requirements are satisfied within the acceptable bounds. The performance and robustness indices of
the overall closed loop systems prove the efficiency of the synthesized controller.
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M. H. Komnankas, E. U. [Togxy6uenxo, O. B. Ceparok

PobacTHass onTMMM3auMs CHCTeMbl YNPABJEHUS I10JIeTOM OeCHHJIOTHOrO JIeTaTe/JbHOIo
annapara nNpu HemoJHbIX H3MePEeHUsIX BEKTOPA COCTOSIHUS

PaccmoTpena mnporenypa cuHTe3a poOAcTHOrO 3aKOHA YIOpaBJeHUS HAa IpuMepe OOKOBOTrO
JBUKEHHUS] OECIUJIOTHOTO JIETAaTelIbHOIrO ammapara ¢ ucnosnb3oBanueMm mnporuenypsl Hay/He-
poOacTHOM oONTUMH3AIMM Ha OCHOBAaHMM T'E€HETHMYECKHUX anropuTmoB. IlepBbiii 3Tanm paboThbI
3aKJIIOYaICsl B BOCCTAHOBJIEHMM IIOJHOTO BEKTOpa COCTOSHUSI C IIOMOILIbIO HaOmogaTens
MOHIKEHHOTO mopsiaka JlioenOeprepa u cuHTE3a ONTUMalIbHOrO peryisTopa. KaudectBo u
po0OacCTHOCTh CUCTEMBI YIPABIEHUS OLEHEHBI ¢ TOMOIIbI0 Hy-HOpMBI (PYHKIIMK YyBCTBUTEIBHOCTH
u H.-HOpMBI KOMILJIEMEHTapHOW (YHKLIHMU 4YyBCTBUTEIBHOCTH. BTOpoii sTanm paboThl cOCTOSI B
pobacTu3alyy MOJyYEHHOTO 3aKOHA YIIPABJIEHUS C IOMOILBIO F€HETHYECKOro airopurMa. B xone
ONTUMM3ALIMOHHON TPOLEAYpbl HaWIEH KOMIIPOMUCC MEXJIYy pOOACTHOCTBIO M KadeCTBOM
3aMKHYTOM CHCTEMbl YIOpaBlieHUs. Pe3ynpTaThl  MOJENUPOBAHUS  3aMKHYTOM  CHCTEMBI
CBUJIETEIBCTBYIOT 00 3(PPEKTUBHOCTH MPEJIOKEHHON TTPOIICAYPHI.

M. M. Komuarpka, O. 1. [Tongy6uenko, O. B. Cepatok

PobacTHa onTuMizanis cucTeMHM KepyBaHHS MOJbLOTOM 0e3MiJIOTHOIO JITAJLHOIO0 amapary
NPY HEMOBHUX BUMIpaxX BEeKTOPa CTaHY

PosrnsiHyTo mpouenypy CuUHTe3y poOAacTHOrO 3aKOHY KEepyBaHHS Ha MPHUKIaAl OIYHOrO pyxy
0€3MUIOTHOrO JiTalbHOTO anapara 3 BUkopuctanuaMm npoueaypu Hp/H.-pobactHoi onTumizaliii Ha
OCHOBI1 '€HETUYHUX anropuTMmis. llepmuii etan pobOTH NOJATaB y BiTHOBJIEHHI IOBHOTO BEKTOpA
CTaHy 3a JOIIOMOIOIO0 CIIOCTepiraya MOHWKEHOro nopsaky Jlroendeprepa Ta CUHTE3y ONTUMAIBHOTO
3aKOHY KepyBaHHs. SIKICTh Ta pOOACTHICTh 3aMKHEHO1 CUCTEMH KE€PYBaHHS OLIIHEHO 3a JIOIIOMOT'0I0
H;-vopMmu pynxkuii yyrinuBocti Ta Ho-HOpMHU KOMIUIEMEHTapHOT pyHKLIT yyTauBoCTI. JApyruii eran
1oJisiraB B po0acTu3aliii OTpMMaHOI0 3aKOHY KEpyBaHHS 3a JOIOMOTOI0 T€HETUYHOTO AJIrOpUTMY. Y
IIpoLeci ONTUMI3aLIHHOT TPOLIETypH 3HANIEHO PO3YMHUN KOMIIPOMIC MK pOOACTHICTIO Ta SKICTIO
3aMKHEHOI cUCTeMU KepyBaHHS. Pe3ynbTatu MojenroBaHHS 3aMKHEHOI CHUCTEMM CBiq4aTh IpO
e(eKTUBHICTb 3aIPOTIOHOBAHOT IPOLIEYPH.



