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I.  INTRODUCTION 

ICAO Committee on future navigation systems 
recommended the obligatory use of satellite naviga-
tion systems (SNS) aided to inertial navigation sys-
tems (INS). When building inertial satellite naviga-
tion systems (ISNS) the data fusion of INS and SNS 
information is usually done based on optimal Kalman 
filtering. However, the practical implementation of 
Kalman filtering onboard the aircraft causes some 
difficulties. Basic one among them is divergence 
phenomenon which occurs when working with un-
known stochastic signal at the input of filter, which is 
typical for most strapdown INS (SINS). Since in 
SINS due to nonstationarity the transformation ma-
trices of sensor signals in navigation coordinate sys-
tem the stationary random processes of main error 
sources (drifts of gyroscopic sensors and accelero-
meters) become non-stationary. 

To avoid these difficulties, a number of modifi-
cations of Kalman filter is developed, in particular, 
the use of robust and adaptive filtering algorithms, 
Yazvynsky algorithm, etc. To reduce computations, 
reduced Kalman filter can be used. 

However, in modern airborne complexes there are 
other algorithms to be used such as sub-optimal 
processing algorithms which are well proven them-
selves in practice. In particular, one of such method is 
method of mutual compensation. The expediency of 
using the method of compensation in the processing 
of information in ISNS is explained by the fact that 
the measurement of the navigation parameters is 
performed be sensors with errors in different fre-
quency ranges. And if the data fusion does not in-
clude the estimation of state vector components 
which are not observed (e.g. orientation parameters in 
SINS are measured with acceptable accuracy and do 
not require additional estimation), the use of subop-
timal methods of processing the navigation data is of 
some interest. 

Quality of information processing with using the 
compensation method depends on the quality of the 
filtering procedure in the estimation of SINS error 
signal, corrupted by high-frequency error of SNS, 
which can be described by the Gaussian white noise. 
In [2] the filter of compensation scheme is proposed, 
which in authors' opinion provides the data fusion of 
observed navigational components of the state vector, 
with quality comparable to optimal Kalman filter. 
But the comparative characteristics of these two 
methods are not given. 

Thus the comparative analysis of different navi-
gation schemes of data fusion for the observed 
components of state vector becomes very urgent 
problem to develop and implement the processing 
algorithms of inertial satellite navigation systems. 

II.  PROBLEM STATEMENT 
The problem statement of synthesis of optimal 

data fusion algorithms for INS and SNS can be for-
mulated as following: to find the best (in terms of 
minimum of estimate error variance) estimates of the 
state vector by observed signals of inertial and satel-
lite navigation systems.  

It is known that for the dynamic system of this 
type 
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the optimal Kalman filter provides the minimum of 
error variance and consists of three blocks:  

– main part  
ˆ ˆ ˆ ;F     X AX K Z HX  

– Kalman gain calculation  
т 1

F z
K PH R ; 

– solution of covariance equation  

THEORY AND METHODS OF SIGNAL PROCESSING 
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Here Х is state vector; A is matrix of system coeffi-
cients; В is matrix of disturbances, which act on the 
input of dynamic system; Z is measurement vector; Н 
is observation matrix; x  is measurement noise 

vector; X̂ is estimates of state vector; FK  is Kalman 
gain matrix; Р is covariance matrix, that must be 
calculated during the whole estimation process or 
beforehand if possible; ,x zR R  are correlation ma-
trices which characterize the dependences between 
components of disturbance vector x  (or measure-
ment noise vector z ) and random functions of white 
noise type.  

Henceforth the analysis of the implementation 
features of estimation algorithms will be limited only 
by filtering algorithms in separate channels (longitu-
dinal or lateral), taking the assumption of their in-
dependence.  

Block diagram of the compensation method rea-
lization is represented in Fig. 1. 


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Fig. 1. Block diagram of the compensation method reali-
zation: F(p) is dynamic filter of compensation scheme; 
ХSINS, ХSNS are navigation parameters (coordinates and 

velocity components) obtained from SINS and SNS; X̂  is 
estimate of given navigation parameter; X true is true value 
of navigation parameter; Х is error of SINS; SNS  is noise 

component of SNS error; Z is navigation parameters of 
observation; SNS

ˆ [1 ( )] ( )F p X F p      is error of data 
fusion 

The data fusion algorithm based on the compen-
sation method has the following form: 

SINS
ˆ ( ) .X X F p Z   

The equation of compensation scheme (Fig. 1) can 
be written as follows: 

true
SNS

ˆ ( )( )X X X F p X        

or 
true true

SNS
ˆˆ [1 ( )] ( ) .X X F p X F p X          

The error ̂  will be decreasing with greater dif-
ference between spectral characteristics of sensor 

errors X  and SNS . If the filter F(p) is selected to 
minimize the distortion of disturbance Х and to 
suppress the noise SNS , then the error of complex 
system will be minimal, i.e. the error ̂  decreases 
depending on the difference in spectral characteristics 
of noises Х and SNS . With significant difference in 
frequency characteristics of noises at the output of 
filter F(p) (see Fig. 1) the disturbance Х will be 
reproduced without any changes, and at the output of 
compensation scheme the exact value of measured 
parameter trueX  is obtained, since   

true trueX̂ X X X X     . 

In [1] the dynamic filter of compensation scheme 
is developed, which is the third order link  
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One of the most important characteristic of any 
compensation scheme is its convergence and con-
vergence time. To improve these characteristics it is 
propose to use the filter with variable structure in the 
compensation scheme. The structure of the filter va-
ries with time and has the following form: 
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The problem statement can be formulated as fol-
lows: to perform the comparative analyses of esti-
mation results of SINS errors, in particular errors of 
dead reckoning of coordinates and velocity compo-
nents, using algorithms of reduced Kalman filter and 
algorithms of compensation method. 

III.  PROBLEM SOLUTION 
The comparative analyses of filtering methods 

and algorithms will be limited only by linear filtering 
algorithms of signal-to-noise components with 
not-overlapped frequencies. That is, they have sig-
nificant difference in the frequency characteristics of 
errors and work in real-time systems. Algorithms of 
data fusion in ISNS are related to mentioned type.  

In conventional data fusion algorithms of ISNS 
the estimation of dead reckoning errors of SINS is 
done with the help of current information from SNS 
with further correction of output data of SINS. Such 
scheme is well known and called invariant integration 
scheme. Its feature is forming the measurements as 
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the difference between corresponding readings of 
dead reckoning systems and correctors that provides 
practical independence (invariance) of estimated 
errors of dead reckoning systems on the properties of 
aircraft navigation parameters. With use of difference 
measurements the problem to estimate the errors of a 
subsystem taking into account errors of another is 
solved. In the invariant integration scheme the linear 
error equations are used as the dynamic models of 
estimated errors of dead reckoning systems. And 
therefore linear Kalman filters are used to estimate 
errors. 

To synthesize optimal Kalman filter let's consider 
only longitudinal channel and take into account its 
independence on the lateral channel. Then the model 
of dead reckoning errors can be represented as  

; ; ,x x x x xX V V a a            

where Х, Vx, ax are errors of SINS in coordinate 
and its derivatives, respectively; x is accelerometer 
noise given as white noise with intensity Sаx. 

Observation model will be written as  
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The solution of given problem is the continuous 
reduced Kalman filter:  
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here ХINS, VINS are coordinate and velocity measured 
by SINS; ХSNS, VSNS is coordinate and velocity ob-
tained from SNS receiver; X true is true value of coor-
dinate; Х, V are errors of SINS which are consi-
dered as systematic errors caused by gyroscope drifts 
and inaccuracy of accelerometers; ,x v   are noise 
components of SNS receiver errors given as white 
noises with spectral densities Sx, Sv, respectively; 

, 1,3FiK i   is coefficients of filtering, in particular 
coefficients K1, K2  are determined as 

11 12
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Correlation moments R11, R12 are determined from 
the solution of a set of differential equations (Riccati 
equations) of third order: 
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Filtering coefficients can be obtained also as 
constants from steady-state Riccati equations to be 
converted to non-linear algebraic equations.  

Analyses of Kalman filtering algorithms, e.g. of 
the first equation, shows that with absence of com-
ponent V̂  this equation describes the ordinary ape-
riodic filter  Butterworth filter of the first order 
which is used in integration schemes of inertial 
Doppler navigation systems and based on compen-
sation scheme. Naturally that with integration of 
highly accurate SNS and coarse SINS the errors of 
such integration scheme are decreased in comparison 
with SINS error but simultaneously exceed several 
times SNS error (Fig. 2)  

 
Fig. 2. Error of compensation scheme  

and noise errors of SNS  

It is due to filtering of noise component of SNS 
error that in turn causes the corruption of systematic 
error of SINS because of sluggishness of aperiodic 
filter. The compensation of sluggishness of aperiodic 
filter in Kalman filter algorithms is provided by 
component V̂  with estimation of error Х. 

In the analyzed dynamic filters (1) the compensa-
tion schemes based on Butterworth filter of second 
order use [1] simple model of sluggishness compen-
sation that actually is the aperiodic filter  

comp ( ) (3 1) ( 1) ,F FW p T p T p    

and the transfer function of low frequency filter has 
the form: 

2 2

3 3 2 2

( 3)[1 ( )] .
3 3 1

F F

F F F

T p T pF p
T p T p T p


 

  
        (2) 

That is, the dynamic filter (1) passes the constant 
and low frequency components of SINS errors 
without corruption. These components vary with time 
by laws of the first and second orders to be typical for 
Schuler oscillations. Simultaneously, the filter sup-
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presses effectively the high-frequency noise com-
ponents of SNS errors. 

For comparative analyses of two data fusion 
schemes the filter coefficients , 1,3FiK i   were 
synthesized, and also the time constant ТF  was found 
for the intensities of white noise errors of SNS (Sx = 
0,535 m2/sec3;  Sv = 0,005 m2/sec) and for the root 
mean square errors (x = 50 m; v  = 0,55 m/sec).  

The research of characteristics of complex ISNS 
was done by its mathematical simulation in software 
environment Simulink, as a part of Matlab.  

The model of two-component SINS was created. 
It describes the aircraft motion in vertical plane. The 
input information for SINS model is signals of iner-
tial sensors (taking into account theirs errors) and 
known data of the Earth radius, angular rate of the 
Earth rotation, acceleration of gravity force. The 
output information of SINS model is the calculated 
values of main flight and navigation parameters: 
pitch , horizontal EV  and vertical HV  components 
of aircraft center-of-mass acceleration, vertical speed 
VH  and rate of change of geodetic longitude L , alti-
tude H and geodetic longitude L. 

Simultaneously the ideal navigation system was 
simulated identical by structure to SINS, but its input 
signals are signals of ideal sensors and actual values 
of the Earth radius, angular rate of the Earth rotation, 

acceleration of gravity force.  Information from ideal 
navigation system is used to form true and not cal-
culated values of navigation parameters, and also to 
estimate the accuracy characteristics of SINS by 
comparison the calculated and true values of naviga-
tion parameters.  

With SNS simulation the output information of 
ideal navigation model is used that is corrupted by 
white noise components of SNS errors.  

With simulation of inertial sensors, in particular 
angular rate  sensor (ARS), let's suppose that ideal 
ARS measures: (component of angular rate of the 
Earth rotation, angular rate caused by aircraft motion 
relatively to the Earth, and component of angular rate 
caused by aircraft maneuvering by pitch. To form the 
model of real ARS the model of ideal ARS is used 
with output information corrupted by systematic 
component of sensor zero drift and by random com-
ponent (measurement noise). 

The same approach is used to simulate the acce-
lerometers of SINS. With research the previously 
given data fusion algorithms are also simulated.  

Simulation results demonstrate the estimation 
errors in coordinate and velocity component by two 
data fusion algorithms with SNS noise. They are 
represented in Fig. 3 (the increased zoom is used for 
detail consideration).

 
Fig. 3. Estimation errors in coordinate and velocity component by two data fusion algorithms with SNS noise  
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Data fusion algorithms were simulated for middle 
accurate SINS with systematic errors caused by gy-
roscope drifts and accelerometer inaccuracy             
(Х  70 km per hour of flight, V reaches 45 m/sec). 
Parameters of white noise components of SNS errors 
were the same as used for synthesis of filtering algo-
rithms.  

Analyses of simulation results proves the identity 
of two data fusion schemes though the presence of 
Butterworth filter of the second order allows pro-
viding the more effective smoothing of noise com-
ponents of SNS errors. Especially this phenomena is 
observed in the speed channel.  

One of the most important characteristic of any 
data fusion scheme is its convergence and conver-
gence time. And these characteristics naturally depend 
on the time constant of filter. Obviously, there must be 

the reasonable compromise between the filtering 
properties of filter and settling time of estimate.  

Transient processes of removal of initial errors in 
dead reckoning of coordinates in the compensation 
scheme with filter of variable structure and stationary 
Kalman filter are shown in Fig. 4. 

In the moment of updating the information from 
SNS (beginning of compensation scheme operation) 
the aperiodic filter with small time constant ТF1 is 
used which provides the minimal time of minimizing 
the error of compensation scheme to the level of SNS 
noises. Naturally, the filtering properties of such 
scheme are rather low, therefore the aperiodic filter is 
further replaced by the third order filter with time 
constant to be increased successively to the value of 
time constant ТF  of stationary filter . 

 

 

Fig. 4. Transient processes of removal of initial errors in dead reckoning of coordinates in the compensation scheme 
with filter of variable structure and stationary Kalman filter

The same approach can be realized in the algo-
rithms of Kalman filtering by discrete change of filter 
coefficients 

1 2
,F FK K in the algorithm of reduced filter. 

Data fusion algorithms were also simulated to 
very high coarse SINS with systematic errors caused 
by gyroscope drifts and accelerometer inaccuracy 
(Х  25 km per 10 minutes of flight, V reaches 
600 m/sec. 

The simulation results prove that the quality fil-
tering is kept in the speed channel as before (estima-
tion of SINS errors with comparison to highly accu-
rate SNS). However, in the coordinate channel the 
corruption of estimate is observed in the compensa-
tion scheme (Fig. 5) though the estimate error does 
not exceed the error of SNS.  

This phenomena is explained by the fact that for 
the dynamic filter (1) the transfer function of 
low-frequency filter (2) with large values of time 
constant T takes the form:  

3 3

3 3 2 2[1 ( )] .
3 3 1

T pF p
T p T p Tp

 
  

 

 
Fig. 5. Corruption of estimate in coordinate channel 

in the compensation scheme 

Such low-frequency filter provides the third order 
astaticism and also does not pass the constant com-
ponent of SINS error together with errors which vary 
by laws of the first and second orders. But in errors of 
coarse SINS there are also components which vary by 
laws of the third order. And this causes the corruption 
of errors in the compensation scheme.  
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To improve the quality of estimation procedure 
for Х it is recommended to use again Kalman fil-
tering with aperiodic filter in compensation scheme, 
and the compensation of filter sluggishness can be 
done by component V̂  from the channel of velocity 
error estimation.  

The structure of dynamic filter F1(p) in the chan-
nel of coordinate error estimation in this case will be 
the following (Fig. 6).  
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Fig. 6. Structure of dynamic filter F1(p) in the channel 

of coordinate error estimation  

But if in the compensation scheme there is But-
terworth filter of the second order then the structure 
of dynamic filter F2(p) and the sluggishness com-
pensation in the channel of coordinate error estima-
tion will be different (Fig. 7). 

The comparative analyses of this compensation 
scheme with reduced Kalman filter was done by the 

mathematical simulation and proved (Fig. 8) their 
total identity. 
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Fig. 7. Butterworth filter of the second order with variable 

structure 

The simulation results which show the coordinate 
estimation errors for the different variants of inte-
gration in comparison with SNS are represented with 
increased zoom in Fig. 8. 

The comparative analyses of simulation results 
shows that the accuracy of coordinate error estima-
tion of the proposed scheme with dynamic filter F2(p) 
(based on Butterworth filter) is almost the same as the 
accuracy of optimal Kalman filter, and simulta-
neously the quality of filtering of SNS noise com-
ponents is higher. 

 

 
Fig. 8. The simulation results of coordinate estimation errors for the different variants of integration  

in comparison with SNS 

The research of navigation information estimation 
was done for different aircraft maneuvers. The zoom 
maneuver was simulated (normal overload was not 
greater than 5 m/sec2, longitudinal acceleration is 
0,8 m/sec2, pitch angle varies in the range + 15 ... 
– 8), and also simulation was done for highly ener-

getic maneuver (not used for civil aircraft) – normal 
overload exceeds 2,5 g, and pitch angle can reach 
90.  

The simulation results illustrate the errors of 
coordinate and velocity estimation by two algorithms 
for coarse SINS and are represented in Fig. 9. 
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Fig. 9. The simulation results of errors in coordinate and 
velocity estimation by two algorithms for coarse SINS 

Analysis of simulation results shows that with the 
energetic maneuvers in estimates of navigation pa-
rameters of coarse SINS both algorithms have dy-
namic errors, which is most evident in the channel of 
velocity estimation. With performing zoom ma-
neuvers this effect is practically not manifested. 

The same researches were done for middle accu-
rate SINS (Fig. 10).  

 
Fig. 10. The simulation results of errors in coordinate and 

velocity estimation by two algorithms for middle 
accurate SINS 

Analysis of simulation results shows that in the 
coordinate channel there is no difference at all be-
tween the estimates of navigation parameters with 
flight without maneuvering and by energetic ma-
neuvering. In the velocity channel this difference 
exists but it is negligible small.  

IV.  CONCLUSIONS 

The comparative analyses of data fusion schemes 
of aided SINS and SNS shows that the accuracy of 
navigation parameters estimation of compensation 
scheme with proposed dynamic filters is not inferior 
to algorithms of Kalman filtering however the quality 
of filtering of SNS noise component is even higher. 
The significant drawback of compensation scheme to 
Kalman filtering is impossibility to estimate the 
non-observed components of state vector, therefore 
here it is necessary to have alternative methods of 
estimation of angular orientation parameters. 
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